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Exercise 6.1 Take Xn i.i.d random variable so that

E (X1) = 1, Var (X1) = 2,

and define Sn :=
∑n

i=1 Xi.

(a) Use Chebyshev-inequality to estimate

P
(∣∣∣∣Sn

n
− 1
∣∣∣∣ ≤ 0.5

)
.

What is the value of the bound when n = 40.

(b) Use the Central Limit Theorem to estimate

P
(∣∣∣∣Sn

n
− 1
∣∣∣∣ ≤ 0.5

)
.

What is the value of the bound when n = 40.

Exercise 6.2 Let (Ω,A,P) be a probability space and (Zn)n∈N a sequence of random variables.

(a) Prove that if Zn
P→ c ∈ R, then for all bounded and continuous functions f

E (f(Zn))→ f(c).

(b) Show that if Zn → c ∈ R in distribution, then Zn
P→ c.

Exercise 6.3 Consider the probability space (Ω,A,P) = ([0, 1],B([0, 1]), λ|[0,1]), where λ|[0,1] is
the Lebesgue measure over [0, 1]. Let Xn(ω) = 1An(ω) be a sequence of random variables with
An ∈ B([0, 1]).

(a) What condition on the sets (An)n∈N is necessary for the convergence in probability under P
of the sequence (Xn)n∈N to 0 ?

(b) Write the event {ω : Xn(ω)→ 0} with the sets (An)n∈N.

(c) Find a sequence (An)n∈N of events such that Xn
P→ 0 but {ω : Xn(ω)→ 0} = ∅.

Exercise 6.4 Let (Xi)i≥1 be a sequence of random variables with

E (Xi) = µ ∀i,
Var(Xi) = σ2 <∞ ∀i,
Cov(Xi, Xj) = R(|i− j|) ∀i, j,

where R is a real function. Define Sn :=
∑n

i=1 Xi.
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(a) Prove that if limk→∞R(k) = 0 then limn→∞
Sn

n = µ in probability.

(b) Prove that if
∑

k∈N |R(k)| <∞ then limn→∞ nVar( Sn

n ) exists.

Exercise 6.5 (Optional)

(a) Let µn and νn be two sequences of probability measure on R, and εn ∈ (0, 1) with εn → 0.
Prove that if µn → µ in distribution, then (1− εn)µn + εnνn → µ in distribution.

(b) Construct with the help of (a) a sequence µn so that µn → µ in distribution but limn→∞
∫
|x|dµn(x) 6=∫

|x|dµ(x).

(c) Prove that if µn → µ in distribution and supn

∫
x2dµn(x) = K <∞ then∫

|x|dµn(x)→
∫
|x|dµ(x).

Hint: For all M prove that∫
min{|x|,M}dµn(x)→

∫
min{|x|,M}dµ(x).

and that
0 ≤

∫
|x|dµn(x)−

∫
min{|x|,M}dµn(x) ≤ K/M.
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