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Exercise 7.1

(a) Let X ∼ E(λ) be an exponential random variable with parameter λ. Compute the α-quantile
for all α ∈ (0, 1).
Note: The α-quantile qα is a real number such that

P(X ≤ qα) ≥ α and P(X ≥ qα) ≥ 1− α.

(b) Let U be a uniformly distributed random variable in {1, 2, · · · , N}. Determine the CDF of U ,
compute the α-quantile for all α ∈ (0, 1). For which α is the quantile uniquely determined?

Exercise 7.2 Let X and Y be random variables with joint density distribution given by

fX,Y (x, y) = e−x
2y
1{x>1}1{y>0}

(a) Why is this a probability measure?

(b) What is the density function of X.

(c) Compute P(Y ≤ 1/X2).

Exercise 7.3 Let X and Y be two independent exponential random variables with parameter λ.
Let a > 0.

(a) What is the joint density of the couple of random variables (X,X + Y )?

(b) Let b ≤ a, what is the probability of X ≤ b conditioned on the event

B := {X ≤ a and X + Y ≥ a}.

(c) What is the conditional density of X given the event B?

Exercise 7.4

(a) Take X a random variable. Prove that for all λ ≥ 0

P(X ≥ t) ≤ exp(−λt)E (exp(λX)) .

(b) Define φX(λ) := ln
(
E
(
eλX

))
. Prove that φ(λ) ≥ λE (X).

(c) Prove that

P(X ≥ t) ≤ exp(− sup
λ≥0
{λt− φX(λ)}).

(d) If X ∼ N(0, σ), calculate φX(λ).

(e) Prove that if X is a positive random variable

E (X) =
∫ ∞

0
P(X ≥ t)dt
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(f) Show that if X ∼ N(0, σ) and Y is a random variable such that φY (λ) ≤ φX(λ), then

E(Y 2) ≤ 4σ2.

Exercise 7.5 Let X be a real-valued random variable. We define the characteristic function of X
by

ϕX : R→ C

t 7→ ϕX(t) := E[eitX ] =
∫
eitxµ(dx),

in which µ is the distribution of X on R. It represents an important analytic tool, that the
distribution of a random variable is uniquely determined (characterized) by the characteristic
function. Show the following features:

(a) • ϕX(0) = 1,
• |ϕX(t)| ≤ 1,
• ϕX is continuous, and
• ϕaX+b(t) = eitbϕX(at) for all a, b ∈ R.

(b) Show that if the n-th moment of X exists, i.e. E[|X|n] <∞, then ϕX is n times differentiable,
and

ϕ
(k)
X (t) = ikE[XkeitX ], for all k ≤ n,

(in particular ϕ(k)
X (0) = ikE[Xk]). Hint: one can use the inequality | e

iα−1
α | ≤ 1, (α ∈ R).

(c) Compute the characteristic function for the standard normal distribution N (0, 1), then for
N (µ, σ2).

(d) Let X and Y be two independent random variables, defined on the same probability space.
What is the characteristic function of X + Y ?

Exercise 7.6 Strong law of large number for variable with 4th moment. Let (Ω,A,P)
be a probability space . Take (Xn)n∈N a series of independent identically distributed random
variables. Suppose that E (X1) = 0 and E

(
X4

1
)
<∞, and define Sn = 1

n

∑n
i=1 Xi.

(a) Prove that E(S4
n) = 1

n3 E
(
X4

1
)

+ 6(n−1)
n3 E

(
X2

1
)2. Why does E

(
X2

1
)
<∞ hold ?

(b) Show that

P (|Sn| > a) ≤ 6
a4

1
n2E

(
X4) .

(c) Using Borel-Cantelli show that P (limn→∞ Sn = 0) = 1.

(d) Now if the hypothesis E (X1) = 0 is changed. Prove that limn→∞ Sn = E (X1).
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