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Solution sheet 13

Solution 13.1 Using the Neyman-Pearson test with the hypothesis
Hy: X ~ f(z)dz,
Hy: X ~ f(x —1)da.
We have that the likelihood ratio is given by
fla—1)
f(x)

then in the case of the normal variable L = ez*%, and we have rejection when L > ¢, i.e.x > Inc+ %
Then the rejection set is of the form (a, c0).
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Figure 1: Rejections sets of the normal case.

In the case of the Cauchy random variable the likelihood ration is given by L = 1_2””_2 ;; 1+2, then
we have an interesting behavior as you can see in figure 2. If you put ¢ = 1 then you will have a
non bounded interval, but if you put ¢ > 1 you will have a bounded interval.

This happens because the Cauchy distribution is heavy tailed.

Solution 13.2 We have to construct the test between the hypothesis:
Hy: F7Y0.5) =m,
Hy: F710.5) #m.
We will use the statistic Ty, = Y7~ Lx, <m} and the test is going to be given by

P(z) =1

n
Tom — 5’ > ¢(n, ),

where x = (x;)1,, n is the size of the experiment and « is the level of the test. We have that,
under Hy, T, follows a binomial law Bin(n, ). Then if we define k = Z — ¢(n, a), we should
have, thanks to the symmetry of the Binomial coefficients:

o n o Q k /n n
Z(j)w §2<Z<j)0.5,

Jj=0 J=0
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Figure 2: Rejections sets of the cauchy case.

and 2 + ¢(n,a) =n — k. Take C C R"™!
C:= {(xl,...,xn,m) k< i Lz, >m} <n— k} ,
i=1
then we would like B((z1,..,2,)) = {m : (21,...,2,,m) € C} to be a confidence interval of level «
of F(3). Note that
m € [2(j), T(j+1)) & z”: Lzi>my =17
i=1

then B((z1,...,75)) = [Z(k), T(n—k)]- Thanks to the central limit theorem

Py, <k<éﬂ{mi>m}<n—k> =Py, (jﬁ (k-%) <%<Zﬂ{mi>m}—g> <;ﬁ(’;—k)>
o (5 G0) o (6-D)
2¢(\/25(Zk)>1

We want it to be bigger than 0.95, so k ~ 2 — L%,/n ~ 2] — \/n. Then

B((w1, - w0) = (2131 i T3 v

is a confidence interval with 95% of confidence level. Then using the same notation as in Theorem
6.4 we have that

C:={(z,B(x))}

={@m)ime [oqzivmraziim] |

Then A(m) ={z €R":0 € [w(L%J*\/ﬁ)’ m(L%H\/ﬁ)} }, so thanks to the Theorem 6.4 a test to the

level 0.95 is given by @, () = I{E(L%J—ﬁ)ﬁmfzqgﬁﬁ)}'

Solution 13.3
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(a) [Y— \S/%tnfl,k%, X+ iﬁ n71,17%]

(b) The right-endpoint clearly diverges to oco.
For the left-endpoint we set a := £ 3" _ z;, and with the hint we obtain

1 < 1 < n
2 VA L 2 _ _ =\2
Sn—n_l_El(xz ) —n_l_El(zz a) n_l(a )
1= 1= N/

__ 1 2
=nm-DT1

_ 1 2 1 2 1 2
7771_1;(1’7’ a) Jrn_l(:z:l a) n(n—l)xl
=:b
1 1
:b+m($%—2l’1a+a2)—ml‘%
, [ 1 1 2a 1 N 1 a2+b
=T — _ — [— J— .
"\n-1 nn-1 zyn-1 n-122" 22

=:f(x1) nilin(nlfl):%

1
Moreover, it holds T = %:171 +a=mx < + a) . We obtain,
n T
—_———
=ig(e1)——— %
Sh Sh, z1y/ f(z1)

T— —tp11_a =T |(1——=th_11_2 | =T — n _a
! N x( N 2) ( zrg(z)yn "3

_ [ V=) .
- (1 g(xm/ﬁt"‘“‘?)'

—>1_tn—1,1—%

T — 00

For all the levels used in practice, the t-Quantile is strictly larger than 1, i.e. the left-endpoint
converges to —oo The confidence interval does not give any information anymore, every value
is plausible for E[X].

Solution 13.4

(a) This is not a paired sample.

(b) The model is given by X1,..., Xjgiid ~ N (ux,0?) und Y7, ..., Yigiid ~ N (uy,0?) where
wx, py and o are unknown. The null and alternative hypothesis are given by

Ho:px =py und Hap:px # py.

The statistic is _
p_ XY
" Spoo1/2/10

and under Hy, it is t-distributed with 18 degrees of freedom. With a level of 5%, the null
hypothesis will be rejected when |T'| > 2.101. From the data we obtain & = 10.693,y = 6.75
and Spoor = 4.255, so T'= 2.0723 i.e. Hy is not rejected.

Solution 13.5
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(a) We know that T2(111)+1 ~ N (,u, %)7 then

P (T80 — il < D) = 0.95

g

(1) (1)
T -
;P<|2n+1“| mrl< 2n+1>=0-95
ag

(1) — L -1 ~ L
) = ®1(0.975) ~ 1.96 .
“n e (097) V2n 1

For the second estimator, define Xj, := Xj,—p ~ N(0,0) and X(k) = (X)(k), then F~! (%) =0.
Thanks to the example 4.6 of the Skript,we know that:

P (vV2n +1X(,41) < 2) = ®(2F'(0)2),

where in our case F'(0) = \/2170' Then,

P(IT® - pl <o) =P (V20 T LX) < V20 F 12)) + P (VI F 1K yy = —V20 F L)

~ 20 ﬁ\/2n—|—1x -1,
Vo
then if we take ¢ = ®-1(0.975) VT_ 5 we have what we wanted.

V2/2n+1

(b) Taking ¢ = § we have that:

e VTV
ch - V2 /mn+1

The parameter g represents how many more data I have to take with the estimator 2 to get
the same order of error bounds than for the one of experiment 1.

— 1.

Solution 13.6

(a) Using the fact that I(So, $1) — 400 as ||(Bo, B1)|| = oo (which is true since the ;s are not
all the same), the infimum of 7 is in approximated in some compact set. Since I is continuous,
the infimum of 7T is a minimum. We can look for critical points (8g, 81):

95, I(Bo, $1) =2 Bo+ Prwi —yi =0
i=1

9p,1(Bo, Br) =2 i(Bo + Prwi — i) = 0.

i=1

We solve the above system:

nfo+nzpr=ny = fo=y—zh,
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and

n n
= nz(y—zb1)+ <Z xf) B = szyl
i=1 i=1
n n
= (Z x? n:52> B = leyl nIy
i=1 i=1

r i (@i — %) (Y —9)
Z?:l(‘xi —z)2

(b) We apply the above formula to find By = 40.89 and Sy = 0.55.

Solution 13.7

(a) If we calculate the k + 1 partial derivatives 0Q/98o, - ,0Q/9Pk, and we set each of these
derivatives equal to 0, we obtain the following k + 1 linear equations involving k£ + 1 unknown

values fg, -+, Bk:

Bon+312$¢+"'+3kzxfzzym
i=1 i=1

=1

n n n n
5OZSCZ'+51 foJr“-Jrﬂkzfo = Z%‘ym
i=1 i=1 i=1 i=1

n n n n
%) k 2 k+1 2 2k __ k
505 xi‘f'ﬁlg €T; +"'+ﬁk§ €Ty —E L Yi-
i=1 i=1 i=1 i=1

As before, if these equations have a unique solution, that solution provides the minimum
value for Q. A necessary and sufficient condition for a unique solution is that the determinant
of the (k4 1) x (k + 1) matrix formed by the coefficients of By, - -+ , B above is not zero.

(b) In this example, it is found that the equations are

108 + 23.3581 + 90.3753 = 8.1,
23.380 + 90.3753; + 401.035 = 43.50,
90.378 + 401.08; + 1892.7835 = 204.55.

The unique solution is

A

Bo = —0.744, 1 =0.616, [, =0.013.
Hence the least squares parabola is

y = —0.744 + 0.6162 + 0.013z2.
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Solution 13.8

(a) Just note that the coordinate 7 of (??) is given by

:(Xﬂ +¢€ = ZX1k6k+€z*xl 5+Ez

(b) We know that for the normal linear regression model is 3 := ((X*X)~'X)Y, so it’s a linear
model. Let’s compute its expected value

E(B) = E((X'X)"'X")Y)
=E ((XtX)*lXt(Xﬁ + e))
=p+E() =5

Then 3 is unbiased.

(¢) We just have to compute

Var(3) = Var(((X*X)"'1X"Y)
= ((X'X) 7 XY Var(Y) (Xt X) "1 x1!
_ 0_2 (XtX)—l

(d) We just have to compute its expected value:

E(B) =E (B+CY)
=B+ CE(XB+e)
= (I +CX)B,

given its expected value should be 3 for all 8 € R”, then we have that CX = 0.
(e) We have to compute the covariance matrix of 3

Var () = Var(Dy) = DVar(y)D! = ¢>DD!

=} (X'X)IXt+ O)(X (XtX)_l +Ct
=o2(XtX)" Xt X(X X))+ (XTX)TIXICt + CX(XEX) T+ oct)
= (X' X)L+ o2 (XIX)T! (g/)g)t + 02%(XtX)‘1 +o*CC?
0 0
=3 (X' X)) 40200,
N——
Var(5)

To finish note that 02CC"* is a positive semidefinitive matrix.
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