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Solution 4.1

(a) Let (An)n∈N so that An ∈
⋂
i∈I Ai then:

• For all i, A1 ∈ Ai, so Ac1 ∈ Ai. Then Ac1 ∈
⋂
i∈I Ai.

• For all i, An ∈ Ai, so
⋃
n∈NAn ∈ Ai. Then

⋃
n∈NAn ∈

⋂
i∈I Ai.

• For all i, Ω ∈ Ai, Then Ω ∈
⋂
i∈I Ai.

Then
⋂
i∈I Ai is a σ-algebra.

(b) ⇐ It is clear that if A1 ⊆ A2, then A1 ∪ A2 = A2 and it is a σ-algebra. Idem if A2 ⊆ A1.
⇒ Note first that for A,B ⊆ Ω, we have

A∆B = (A ∪B) ∩ (A ∩B)c ,

So if A and B belong to a σ-algebra, their symmetric difference does too.
Now, if A1 ( A2 and A2 ( A1, then there exists A1 ∈ A1\A2 and A2 ∈ A2\A1. Note that
A1∆A2 /∈ Ai, because, if A1∆A2 ∈ Ai, then for i ∈ {1, 2}

Ai∆(A1∆A2) ∈ Ai which implies Aj ∈ Ai j 6= i

Then A1 ∪ A2 is not a σ-algebra because A1∆A2 /∈ A1 ∪ A2 even though A1, A2 ∈ A1 ∪ A2.

(c) (i)
⋂
i∈NA

c
i ∈ A. For n ∈ N, it holds,

⋂
i∈NA

c
i /∈ σ({Ak : k ≥ n}).

This implies
⋂
i∈NA

c
i /∈ A∞.

(ii)
⋂
n∈N

⋃
i≥nAi ∈ A. For m ∈ N,

⋂
n∈N

⋃
i≥nAi ∈ σ({Ak : k ≥ m}).

Then
⋂
n∈N

⋃
i≥nAi ∈ A∞.

(iii)
⋃
n∈N

⋂
i≥nA

c
i ∈ A. For m ∈ N,

⋃
n∈N

⋂
i≥nA

c
i ∈ σ({Ak : k ≥ m}).

Then
⋃
n∈N

⋂
i≥nA

c
i ∈ A∞.

(iv)
⋃
j1<j2∈NAj2 ∩ Aj1 ∩

⋂
i∈N

j1 6=i 6=j2

Acj ∈ A. It holds that
⋃
j1<j2∈NAj2 ∩ Aj1 ∩

⋂
i∈N

j1 6=i 6=j2

Acj

does not belong to σ({Ak : k ≥ 2}), so it does not belong to A∞.

(v)
⋃
n∈N

⋃
j1<j2<....<j2n+1

(⋂2n+1
i=1 Aji

∩
⋂

i∈N
n 6=jk

Aci

)
∈ A. Similarly

⋃
n∈N

⋃
j1<j2<....<j2n+1

2n+1⋂
i=1

Aji
∩
⋂
i∈N
n 6=jk

Aci


does not belong to σ({Ak : k ≥ 2}), so it does not belong to A∞.

Solution 4.2
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(a) Take ([0, 1],B(0, 1), λ) as a probability space, where B[0, 1] is the Borel σ-algebra on [0, 1]. Let
U be the identity function. U is distributed as an uniform random variable on (0, 1) under λ.
Define

An :=
{
x ∈ (0, 1) : U(x) ∈

[
0, 1
n

]}
.

Then we have that P(An) = 1
n , so

∑
n∈N P(An) =∞. Additionally x ∈

⋂
n∈N

⋃
k≥nAk if and

only if x = 0. Therefore, P
(⋂

n∈N
⋃
k≥nAk

)
= 0.

(b) (i) We will use Borel-Cantelli’s Lemma. Define Aαn := {Un < n−α}, then:
∞∑
n=1

P(Aαn) =
∞∑
n=1

1
nα

<∞,

and by Borel-Cantelli lemma P(
⋂
n∈N

⋃
j≥nA

α
j ) = 0. Thus

P

⋃
α>1
α∈Q

⋂
n∈N

⋃
j≥n

Aαj

 = 0.

Let ω ∈ Ω so that there exists α(ω) for which lim inf nα(ω)Un(ω) < ∞. Then take
1 < α̃(ω) < α(ω) with α̃(ω) ∈ Q. We have that lim inf nα̃(ω)Un(ω) = 0 . Then for all
n ∈ N there exists m(ω) > n so that mα̃Um(ω) < 1. Thus, ω ∈

⋃
α>1
α∈Q

⋂
n∈N

⋃
j≥nA

α
j .

Finally we have that

{(∃α > 1) lim inf nαUn ∈ R} ⊆
⋃
α>1
α∈Q

⋂
n∈N

⋃
j≥n

Aαj

This implies

P ((∃α > 1) lim inf nαUn ∈ R) = 0.

(ii) We use Borel-Cantelli’s Lemma. Define An = {Un ≤ n−1}, it is clear that the (An)n∈N
are independent. We have P(An) = 1

n , then
∑
n∈N P(An) =∞. By Borel-Cantelli

P

⋂
n∈N

⋃
k≥n

Ak

 = 1 > 0.

Additionally, if ω ∈
⋂
n∈N

⋃
k≥nAk, for all n ∈ N there exists kn(ω) > n such that

kn(ω)Ukn(ω) ≤ 1. Thus, 0 ≤ lim inf nUn ≤ 1. To conclude,⋂
n∈N

⋃
k≥n

Ak ⊆ {lim inf nUn ∈ R} and P (lim inf nUn ∈ R) = 1 > 0.

Solution 4.3

(a) The projection Xn(ω) : (ω1, ω2, ..., ωn, ...) 7→ ωn is measurable, so, for k ∈ N, the random
variable

∑k
n=1

Xn

3n is measurable (as a sum of random variables). Given that

k∑
n=1

Xn

3n
k→∞→ X, point-wise,

X is measurable.
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(b) The cumulative function is continuous in x if and only if P[{X(ω) = x}] = 0. This is clear in
this case.

(c) Define K1 = ( 1
3 ,

2
3 ). It holds that K1 ∩X({0, 2}N) = ∅. Indeed, if X1(ω) = 0, then we have

X(ω) =
∞∑
n=2

Xn(ω)
3n ≤ 2

9
1

1− 1
3

= 1
3 ,

and if X1(ω) = 2 then

X(ω) = 2
3 +

∞∑
n=2

Xn(ω)
3n ≥ 2

3 .

Define L1 = [0, 1]\K1, a(1)
1 = 0 and a(1)

2 = 2/3, then we know that L1 =
⋃21

i=1[a(1)
i , a

(1)
i +( 1

3 )1].
Given Ln−1 =

⋃2n−1

i=1 [a(n−1)
i , a

(n−1)
i +

( 1
3
)n−1], a(n−1)

i for i ∈ {1, ..., 2n−1}, we define Kn,(
a

(n)
i

)
i∈{1,...,2n}

as follows

Kn =
2n−1⋃
i=1

(
a

(n−1)
i +

(
1
3

)n
, a

(n−1)
i + 2

(
1
3

)n)
a

(n)
2i−1 = a

(n−1)
i

a
(n)
2i = a

(n−1)
i + 2

(
1
3

)n
Then Ln = Ln−1\Kn.
We claim the following

(i) Kn is well defined.
(ii) Kn ∩X({0, 2}N) = ∅, so X({0, 2}N) ⊆ Ln.
(iii) λ(Ln) =

( 2
3
)n.

Indeed,

(i) Note that L1 is well defined and is of the desired form. If Ln−1 is of the wanted form,
then Kn divides every interval in 3 and takes away the middle part, so the number of
intervals will be 2 · 2n−1 = 2n, all of them having length 1

3n−1 · 1
3 = 1

3n . So Ln has the
desired form.

(ii) Realize that all a(n)
i have the form

ani :=
n∑
i=1

εi
3n ,

where εi ∈ {0, 2}. As for K1, we have the equation
⋃
n∈NKn ∩X({0, 2}N) = ∅ Then

X({0, 2}N) ⊆
(

N⋃
n=1

Kn

)c
= LN

(iii) Ln has 2n disjoint intervals, each one with measure 1
3n so λ(Ln) = ( 2

3 )n.
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Thanks to this

1 ≥ λ(
⋃
n∈N

Kn) ≥ 1− λ(Ln)→ 1.

As Kn =
⋃
k I

(n)
k we have the conclusion.

To finish here is a graph of the cumulative function, called Devil’s Staircase:
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