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Solution 7.1

(a) The distribution function of an exponentially distributed random variable X is given by
Fx(z)=P(X <x)=1—e7
For an a-quantile g, one has
P(X <gy)>aand P(X >q,) >1—a.
Since X has a density (so P(X = z) = 0 for every z € R),
1—e Mo =P(X <o) =a.

That is
o = —In(1 — )/

(b) The distribution function is

0, u<l1
Fy(u)=P(U <u)=(¢k/N, welkk+1),ke{l,---N—-1}
1, u>N

b

Then, if & = k/N for some k € {1,---, N — 1}, the quantile can be chosen in [k, k +1). If
a € (k/N,(k+1)/N), then the quantile is uniquely determined: ¢, =k + 1.

Solution 7.2

(a) We have to prove that [, fx vy (z,y)dzdy = 1.

oo oo oo 7x2y o0
/ / eszydyd:r:/ _¢ 5
1 0 1 Z 0
*1
1 x

(b) By definition, fx(x) = [; fx,v(z,y)dy, then

dxr

> 2 1
fx(x) = / e’ ydy]].x21 = 72]]_3221.
0 X

(¢) We compute

1 oo pl/z? )
PlY<—=|= / e” " Ydxdy
(=m)-/ |
1 _

e 1
= 72*6 172:1*671.
1 X X
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Solution 7.3

(a) X ~ &E(N) so it has density
fx(@) = 1o he ™,
Y as well,
fr(y) = LyysopAe .
The joint density of (X,Z) := (X, X +Y) is

fxz(z,2) = fxy(z,z—z)
(independence of X and Y') = fx(z)fy(z — x)
= Tsopde ML _psophe M)
= ljozazy A€

(b) The event B has probability:
P(B) = / / fx,z(z, z)dzdz
a 0

= / / ]l{ogmgz}/\2e_Azdxdz
a 0

:a)\Q/ e Mdz

= ale .

Note that it is also the probability that a Poisson(a)) random variable equals to 1 (it is also
the probability of a Poisson process with intensity A having exactly one point on the interval
[0, a]). Similarly, for 0 < b < a,

P(X <b,Z >a)
P(B)

X fxal@, 2)dadz
B ale—rae

P(X <b|B) =

a

(¢) The density is obtained by taking the derivative of P(X < b| B) with respect to b, which gives

1
fX|B(93) = Llio<a<a) P

We conclude that the conditional law of X given B is the uniform distribution on [0, a].

Solution 7.4

(a) For A\ = 0 the property is trivial. If A > 0, using Markov (Tchebyshev) inequality we have
that

P(X > 1) = Pexp(AX) > exp(t))

1
< o0 E EPOX).
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(b) Given that exp(\-) is a convex function, thanks to Jensen inequality we have that:
E(exp(AX)) > exp(E(AX)
and so

d(A) = 1n (E(exp(AX))) > AE (X).

(¢) Using part a) we have that for all A > 0
P(X > \) < exp(—M)E (e*¥) = exp(px (N) — Mt)
P(X = A) < exp(—sup{At — ¢x(A)}),
A>0
where we have just taken the infimum of the exponential term over A > 0.

(d) Let us compute

E (eAX) _ /00 exp(Az) exp( IQ)da:

Vero J - 202
= ;WJ/(:eXp(szfQ)\az)dz
- 217r0 /_Zoo exp( - _2/\202)2 ) eXp(AQQUQ Jdz
)

then ¢(A) = 22202

(e) We use Fubini’s theorem to compute

(f) First, we need to calculate

1
sup {)\t — )\202} ,
A>0 2

this is just a quadratic function in A, so it attains its maximum at Apax =t/ 2 > 0. Then its
supremum is t2/202. With the result of question (c), we obtain

P(Y >t) < eXp(—iglg{At —¢v(M)})

< eXp(* ili%{/\t — ¢X()‘)})

t2
= exp <_W> .
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Thus, using question (e) we have

Where we have used also

Py (A) = oy (=) < ox (=) = 9_x(A) = ox (M),

hence the previous step can also be applied to P(—Y > /).

Solution 7.5

(a) o @X(O) =E[1] =1.
o ox(t) = [e"™pu(dx) < [|e"®|u(dx) = 1, since u is a probability measure on R.

ite

e This follows from the classical dominated convergence theorem and that e*** is bounded.

° <Pax+b(t) _ E[eit(aX-i-b)] _ eith[eitaX] ztb(px (at)

(b) We can prove this by induction. The case k = 0 holds by definition of ¢x. Assume that for
k < n the proposition is true, and consider the quantity

k k i
() = () _ jhpgrongux € 1y
h hX
Since | _1| < 1 for any X and goes to i as h — 0, using the fact that X**1 is integrable,
we obtaln that the above expression tends to zk+1]E[X k+1eitX] by the dominated convergence

theorem.

(c) Let X be a standard Normal random variable (i. e. X ~ N(0,1)),

1) = oo itx 1 —w2/2d
ex(t)= varo Y
+oo 1 )
_ 67(93272ztw)/2d1,

V2T
+oo
_ / L a-ity?/2,-/2,

oo V2w
e_tz/z.

o)

IfY ~ N(u,0?%), then (Y — pu)/o ~ N(0,1). Thus
Py (1) = eMpx (ot) = L,

(d) As X and Y are independent, for every f,g: R — R, f(X) and ¢g(Y) are also independent
random variables. Thus

px+y (t) = B[] = E[e"Xe™] = E[e" ¥ E[e""] = px (t) oy ().

Solution 7.6
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(a) We have that

note that if ¢ ¢ {7, k, [}

Thus,
1 4
E(XX;XeX) = = D LmyimnB (XT)
ig.k,l=1
1 < 2
5 D (Mamgpheny + Limhjmty + Limiznmi)JE (XF)

iyj.k,l=1

= Lexyy+ g (x2)

n3 n3

We have by Cauchy-Schwarz inequality that
E(X7)=E(X{*1) </E(X}H)VE(12) < o0

(b) We will use the Markov inequality, i.e.,

P(|S,] >a)=P ((S")4 > 1)

= E ]]_{(572)4>1}:|

L a a
<[]
- % <n131E (x*) 6(”n3 Vg (Xf)2>
< %%E [xi],

where in the last inequality we have used that E [X?] <E [X1].

(c) Take A7 = {w : |Sp(w)| > L}. We have that

S PAM <> 6m4%E (X*) < co.

neN neN

By Borel-Cantelli P(),,cy Up>,, 4k) =0, so

P(UNUA) =0

meNneNk>n

el U N4 =1

meNneNk>n
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Ifw e MNpenUnenMNnsy Ay then for all m € N there exists n(w) so that for all k > n(w)
|Sn(w)] < E. Thus, lim;,—,oc [Sp(w)| = 0. This implies that

P(limS,(w) =0) = 1.
(d) Define X,, = X,, — E(X,,). We have that X,, satisfies all the hypothesis for (c), then

P (limX, =0) =1
N (nlgr;o X, =E [Xn]) —1.
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