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Solution 9.1

(a) By definition of a lognormal distribution, N := log(Z1) ∼ N (µ, σ2). Thus

E(Z1) = E(eN ) = ϕN (1) = eµ+σ2/2,

where we have used the moment generating function of N :

ϕN (t) = E(etN ) = etµ+t2σ2/2.

We get:
E(S1) = S0e

µ+σ2/2.

(b) Let X := (log(Z1)− µ)/σ ∼ N (0, 1),

S1 = S0e
µ+σX ⇒ 1

S1
= e−µ−σX

S0
.

Hence 1/S1 has the distribution of 1/S0 times a lognormal random variable with parameter
−µ and σ2.

(c) By question a)
E(1/S1) = e−µ+σ2/2/S0.

Note that if we use a random variable to modelize the rate of change from A to B, than its
inverse will be the rate of change from B to A. The product of expected value is always larger
than 1 if the variance is non-zero (Jensen’s inequality). Here E(S1)E(1/S1) = eσ

2 .

(d) The k-th moment of a lognormal distribution is easy to compute: For k = 1, 2, · · · ,

E(Sk1 ) = Sk0E(ekµ+kσX) = (S0e
µ)kek

2σ2/2.

Solution 9.2

(a) Since Z and V are independent, the p.d.f. of the couple (Z, V ) is

fZ,V (z, v) = fZ(z)fV (v),

where fZ(z) = e−z
2/2/
√

2π is the p.d.f. of standard normal distribution. By the transforma-
tion formula, one obtains the joint p.d.f. of (T, V ):

fT,V (t, v) = fZ

(
t

√
v

n

)
fV (v)

√
v

n
.

(b) The conditional probability given V = v is

fT |v(t) = fT,V (t, v)
fV (v) = fZ

(
t

√
v

n

)√
v

n
= exp

(
− t2

2n/v

) √
v/n√
2π

,

which is the p.d.f. of a centered normal distribution with variance n/v. One can guess it
by replace directly V by v in the expression of T (which can be proven when Z and V are
independent).
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(c) The cn can be computed as the constant making fV a p.d.f. (with integral 1):

1/cn =
∫ ∞

0
xn/2−1 exp(−x/2)dx = 2n/2Γ(n/2).

(d) The p.d.f. of T is obtained by integrating fT,V :

fT (t) =
∫ ∞

0
fT,V (t, v)dv

= cn√
2πn

∫ ∞
0

exp
(
−v t

2

2n

)
vn/2−1e−v/2√vdv

= cn√
2πn

∫ ∞
0

exp
(
−v
(
t2

2n + 1
2

))
v(n+1)/2−1dv

= cn√
2πn

Γ((n+ 1)/2)(
t2

2n + 1
2
)(n+1)/2

=
(
t2

n
+ 1
)−(n+1)/2 Γ((n+ 1)/2)

Γ(n/2)
√
πn

2−n/2−1/2+(n+1)/2

=
(
t2

n
+ 1
)−(n+1)/2 Γ((n+ 1)/2)

Γ(n/2)
√
πn

.

Solution 9.3

(a) Set f = 1[−3,1], then

A = E[f(U)] = P(U ∈ [−3, 1]) = P[f(U) = 1].

(b) nSn follows the binomial law with parameter (n,A). Hence

P(nSn = k) =
(
n

k

)
Ak(1−A)n−k,

or equivalently

P(Sn −A = k/n−A) =
(
n

k

)
Ak(1−A)n−k.

(c) E(Sn) = A and

Var(Sn) = nVar(f(Ui)/n)
= (A−A2)/n.

(d) By Tchebychev inequality

P[|Sn −A| ≥ x] = P[|Sn −A|2 ≥ x2] ≤ Var(Sn)
x2 ≤ 1

nx2 .

The convergence is valid for all x > 0, which means that Sn converges in probability to A.
To numerically approximate the value A, one can sample independently a family (Ui)i=1..n
having the standard normal distribution, and counts the number of points in the interval
[−3, 1] then divide by n. While the n becomes larger we get a better approximation of A.

(e) We can apply the weak Law of large number.
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Solution 9.4 Let X follows Chi-squared distribution χ2(m) with m degrees of freedom which is
also a Gamma distribution with parameter (m/2, 1/2). Then

√
X follows χ(m), has the expected

value:

E[
√
X] = (1/2)m/2

Γ(m/2)

∫ ∞
0

√
xxm/2−1e−x/2dx

= (1/2)m/2

Γ(m/2)

∫ ∞
0

y(m+1)/2−1e−y(1/2)−(m+1)/2dy

=
√

2Γ((m+ 1)/2)
Γ(m/2) .
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