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Solution 9.1
(a) By definition of a lognormal distribution, N :=log(Z;) ~ N (u,0?). Thus
E(Z)) =E(eV) = on(1) = 772,
where we have used the moment generating function of N:
on(t) =E(E™N) = ethtt*o? /2,

We get:
]E(Sl) = Soe“+" /2.

(b) Let X := (log(Z1) — p)/o ~ N(0,1),

1 e H—oX
Sy = Spet X = — =
1 0 S S
Hence 1/S; has the distribution of 1/Sy times a lognormal random variable with parameter

—p and o2,

(¢) By question a)
E(1/5)) = e #7125,

Note that if we use a random variable to modelize the rate of change from A to B, than its
inverse will be the rate of change from B to A. The product of expected value is a12vvays larger
than 1 if the variance is non-zero (Jensen’s inequality). Here E(S1)E(1/S51) =€ .

(d) The k-th moment of a lognormal distribution is easy to compute: For k =1,2,---,
E(SY) = SFE(eMhX) = (Syeryket /2,
Solution 9.2
(a) Since Z and V are independent, the p.d.f. of the couple (Z,V) is
fzyv(z,0) = fz(2) fv (v),

where fz(z) = e~*/2/y/27 is the p.d.f. of standard normal distribution. By the transforma-
tion formula, one obtains the joint p.d.f. of (T, V):

froar(tv) = f2 (tﬁ) Friony2.

(b) The conditional probability given V = v is

which is the p.d.f. of a centered normal distribution with variance n/v. One can guess it
by replace directly V' by v in the expression of T' (which can be proven when Z and V are
independent).
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(¢) The ¢, can be computed as the constant making fy a p.d.f. (with integral 1):
l/en = / 22 exp(—x/2)dx = 2"/*T(n/2).
0

(d) The p.d.f. of T is obtained by integrating fr y:

(oo}

:/ fT’V(t,’U)dU
0

S Ooexp f’uﬁ V2 e 2 fodu
V2t Jo 2n

= Gn h exp (—v (tz + 1)> p(FD/2=1 gy
V2t Jo 2n 2
o T((n+1)/2)

V2rn (% %)(n+1)/2
2 (n+1)/2
= (il n 1) + Wz_n/g 1/2+(n+1)/2
_(? R (0 +1)/2)
-(7) T

Solution 9.3

(a) Set f = ﬂ[,311]7 then
A=E[f(U)] = P(U € [-3,1)) = Plf(U) = 1].

(b) nS,, follows the binomial law with parameter (n, A). Hence

P(nS, = k) = <Z> AF(1 — A)"F,
or equivalently
(C) E(Sn) =A and
Va“r(Sn) = nVar(f(UZ)/n)
— (A _ A2)/n
(d) By Tchebychev inequality

Var(Sy,)
2

1

nx?’

B[S, — Al = 2] = B[S, — A]? > #?] < <

The convergence is valid for all x > 0, which means that .S,, converges in probability to A.
To numerically approximate the value A, one can sample independently a family (U;);=1.n
having the standard normal distribution, and counts the number of points in the interval
[—3,1] then divide by n. While the n becomes larger we get a better approximation of A.

(e) We can apply the weak Law of large number.
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Solution 9.4 Let X follows Chi-squared distribution x?(m) with m degrees of freedom which is
also a Gamma distribution with parameter (m/2,1/2). Then v X follows x(m), has the expected
value:

E[\/)?]— 1/727172/2/ fxm/Q Lo=2/2 1y
_(1/2)m2 (m+1)/2-1 (m+1)/2
- / y v(1/2)~(m D/ 2qy
_ alm 4 0/2)

T(m/2)
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