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Exercise 7.1 Let (Bt)t∈[0,1] be a Brownian motion on (Ω,F, P ) and define the process (Mt)t≥0
by Mt = sup0≤s≤tBs. Consider the random variable

D = sup
0≤t′≤1

( sup
0≤t≤t′

Bt −Bt′). (1)

That is, D characterizes the maximal possible ”downfall” in trajectories of the Brownian motion on
the time interval [0, 1].

(a) Show that D law= sup0≤t≤1 |Bt|.
Hint: You can use a stronger version of Ex 5-1, which is known as ”Lévy’s Theorem”: The
processes M −B and |B| have the saw law under P .

(b) Show that sup0≤t≤1 |Bt|
law= 1/

√
T̄1, where T̄1 = inf{t > 0 : |Bt| ≥ 1}.

Hint: Rewrite P [sup0≤t≤1 |Bt| ≤ x] using the self-similarity property of Brownian motion (cf.
Proposition 1.1 (3) in Section 2.1 of the lecture notes).

(c) Conclude that E[D] =
√
π/2.

Hint: For σ > 0 use the identity√
2/π

∫ ∞
0

e−x
2/(2σ2)dx = σ,

to rewrite the expectation and apply the Laplace transform of T̄1 (cf. Ex 4-2) to conclude the
result.

Solution 7.1

(a) Let Zt := Mt −Bt and Yt := |Bt|. With the definition of D we have to check that

sup
0≤t≤1

Zt
law= sup

0≤t≤1
Yt.

Since both Z and Y are continuous processes, it suffices to check that

sup
t∈[0,1]∩Q

Zt
law= sup

t∈[0,1]∩Q
Yt. (2)

Let (tn)n∈N be a counting sequence in [0, 1] ∩Q. By Lévy’s Theorem, the processes Z and Y
have the same law, and therefore for n ∈ N the random variables

Zn := sup(Zt1 , Zt2 , . . . , Ztn) Yn := sup(Yt1 , Yt2 , . . . , Ytn)
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have the same law. Since Zn and Yn converge monotonically to supt∈[0,1]∩Q Zt and supt∈[0,1]∩Q Yt
we have for all x ∈ R

P

[
sup

t∈[0,1]∩Q
Zt ≤ x

]
=P

[ ∞⋂
n=0
{Zn ≤ x}

]
= lim
n→∞

P [Zn ≤ x]

= lim
n→∞

P [Yn ≤ x]

=P
[

sup
t∈[0,1]∩Q

Yt ≤ x

]
,

which yields (2).

(b) We recall the self-similarity property of Brownian motion, i.e., for c > 0

cBt/c2
law= Bt.

Therefore, for x > 0

P [ sup
0≤t≤1

|Bt| ≤ x] =P [ sup
0≤t≤1

|Bt/x2 | ≤ 1]

=P [ sup
0≤t≤1/x2

|Bt| ≤ 1]

=P [T̄1 ≥ x−2]

=P [1/
√
T̄1 ≤ x].

(c) Using the identity √
2/π

∫ ∞
0

e−x
2/(2σ2)dx = σ

and Tonelli’s Theorem we have

E[D] =E[ sup
0≤t≤1

|Bt|]

=E[1/
√
T̄1]

=
√

2/π
∫ ∞

0
E[e−x

2T̄1/2]dx.

From Ex 4-2 we know that the Laplace transform of T̄1 is

E[e−µT̄1 ] = 1/cosh(
√

2µ), ∀µ > 0.

Putting everything together, we have

E[D] =
√

2/π
∫ ∞

0

dx

cosh(x)

=2
√

2/π
∫ ∞

0

exdx

e2x + 1

=2
√

2/π
∫ ∞

1

dy

y2 + 1

=2
√

2
π
· π4 =

√
π

2 .
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Exercise 7.2 For a function f : [0,∞)→ R, we define its variation |f | : [0,∞)→ [0,∞] by

|f |(t) := sup
{∑
ti∈Π

∣∣f(ti+1)− f(ti)
∣∣ ∣∣∣∣Π is a partition of [0, t]

}
.

We say that f has finite variation (FV) if |f |(t) <∞ for all t ≥ 0.

(a) Show that f has finite variation if and only if there exist non decreasing functions f1, f2 :
[0,∞)→ R such that f = f1 − f2.
Hint: Show that |f | is non decreasing.
Recall that if f is a non decreasing and continuous function, then there exists a unique positive
measure µf on (R+,B(R+)) such that µf

(
[0, t]

)
= f(t)− f(0) for all t ≥ 0. Therefore, if f is

non decreasing and continuous, we call a function g : [0,∞)→ R f -integrable in the Lebesgue–
Stieltjes sense if

∫∞
0 |g(s)|µf (ds) <∞. In that case, we define

∫
g(s) df(s) :=

∫
g(s)µf (ds)

and call it the Lebesgue–Stieltjes integral.

(b) Let f be of finite variation and continuous and g : [0,∞)→ R such that
∫∞

0 |g(s)|µ|f |(ds) <
∞. Show that there are non decreasing, continuous functions f1, f2 : [0,∞)→ R such that
f = f1 − f2 and both∫ ∞

0
|g(s)|µf1(ds) <∞,

∫ ∞
0
|g(s)|µf2(ds) <∞.

Moreover, show that ∫
g(s) df(s) :=

∫
g(s)µf1(ds)−

∫
g(s)µf2(ds)

is well-defined.

Hint: Recall that if f has finite variation and continuous, then |f | is continuous.
Remark: If f is of finite variation and continuous, we call g f-integrable in the Lebesgue–
Stieltjes sense if g satisfies

∫∞
0 |g(s)|µ|f |(ds) <∞.

Solution 7.2

(a) For the one direction, let f : [0,∞)→ R be of finite variation. We define

f1(t) := |f |(t) + f(t)
2 and f2(t) := |f |(t)− f(t)

2 ,

where |f |(t) denotes the variation of f . We claim that both f1, f2 are non decreasing. We first
show that |f | is non decreasing. For that purpose, fix any 0 ≤ s < t and denote by Πs and Πt

the set of finite partition of [0, s] and [0, t], respectively. Moreover, let Πs;t be the set of finite
partitions of [0, t] such that s is a grid point, i.e. s = ti for some ti. Then, we see that

|f |(s) ≤ sup
Πs;t

∑
ti∈Π

∣∣f(ti+1)− f(ti
)∣∣ ≤ sup

Πt

∑
ti∈Π

∣∣f(ti+1)− f(ti
)∣∣ = |f |(t).

So we conclude that |f | is indeed non decreasing. We denote by Π[s,t] the set of finite partitions
of [s, t]. Then, we have

sup
Πs;t

∑
ti∈Π

∣∣f(ti+1)− f(ti
)∣∣ = sup

Πs

∑
ti∈Π

∣∣f(ti+1)− f(ti
)∣∣+ sup

Π[s,t]

∑
ti∈Π

∣∣f(ti+1)− f(ti
)∣∣.
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Now, to see that f1 is non decreasing, it suffices to show that for any 0 ≤ s < t,

|f |(t)− |f |(s) ≥ −
(
f(t)− f(s)

)
.

To see this, observe that

|f |(t)− |f |(s) ≥ sup
Πs;t

∑
ti∈Π

∣∣f(ti+1)− f(ti
)∣∣− sup

Πs

∑
ti∈Π

∣∣f(ti+1)− f(ti
)∣∣

= sup
Π[s,t]

∑
ti∈Π

∣∣f(ti+1)− f(ti
)∣∣ ≥ −(f(t)− f(s)

)
.

To show that f2 is non decreasing, it suffices to show that

|f |(t)− |f |(s) ≥ f(t)− f(s),

which we get by applying the same argument as for f1.
For the other direction, let f = f1 − f2, where f1 and f2 are non decreasing. Then we have
for any t ≥ 0 and any partition Π of [0, t] that∑

ti∈Π

∣∣f(ti+1)− f(ti
)∣∣ =

∑
ti∈Π

∣∣∣(f1(ti+1)− f2(ti+1)
)
−
(
f1(ti)− f2(ti)

)∣∣∣
≤
∑
ti∈Π

∣∣f1(ti+1)− f1(ti
)∣∣+

∑
ti∈Π

∣∣f2(ti+1)− f2(ti
)∣∣

≤ f1(t)− f1(0) + f2(t)− f2(0).

Thus, we see that for every t ≥ 0

|f |(t) = sup
Π

∑
ti∈Π

∣∣f(ti+1)− f(ti
)∣∣ <∞.

Remark: f1, f2 are not unique.

(b) Define f1 = |f | and f2 := |f | − f . We deduce from a) that they are both non decreasing and
of course f = f1 − f2. Moreover, due to the hint, both f1 and f2 are continuous. Let µf1

and µf2 be the corresponding measures defined in the exercise. Since µf2

(
[0, t]

)
= f2(t) ≤

2|f |(t) = 2µ|f |([0, t]), for every t ≥ 0, we conclude that µf2 ≤ 2µ|f | on B
(
[0,∞)

)
. Thus, we

see that ∫ ∞
0
|g(s)|µf1(ds) <∞,

∫ ∞
0
|g(s)|µf2(ds) <∞.

Therefore, ∫ ∞
0

g(s)µf1(ds)−
∫ ∞

0
g(s)µf2(ds)

is well-defined. To show that
∫
g df is well-defined, it remains to show that the definition∫

g(s) df(s) :=
∫
g(s)µf1(ds)−

∫
g(s)µf2(ds)

is independent of the choice of f1, f2. Let f1, f2 be two other functions with the desired
properties. Fix any t ≥ 0. We have for g(s) := 1[0,t](s) that for any u ≥ 0∫ u

0
g(s)µf1

(ds)−
∫ u

0
g(s)µf2

(ds) = f1(t ∧ u)− f1(0)− f2(t ∧ u) + f2(0)

= f(t ∧ u)− f(0)
= f1(t ∧ u)− f2(t ∧ u) + f2(0)

=
∫ u

0
g(s)µf1(ds)−

∫ u

0
g(s)µf2(ds).
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Thus, we conclude that the same holds true for g(s) := 1A, where A ∈ B(R+). We conclude
that the same holds true for general g Borel by measure theoretical induction.
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