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Exercise 9.1 For M ∈ Mc
0,loc, we denote by L2

loc(M) the space of all predictable processes for
which there is a sequence of stopping times τn ↑ ∞ P -a.s. such that E

[ ∫ τn

0 H2
s d〈M〉s

]
< ∞ for

any n.
(a) Let H be predictable. Show that

H ∈ L2
loc(M) ⇐⇒

∫ t

0
H2
s d〈M〉s <∞ P -a.s. for each t ≥ 0.

(b) Show that for any continuous semimartingale X, any adapted RCLL process H and any
sequence of partitions (Πn)n∈N of [0,∞) with lim

n→∞
|Πn| = 0, we have∫ t

0
Hs− dXs = lim

n→∞

∑
ti≤t,ti∈Πn

Hti (Xti+1∧t −Xti) in probability.

(c) Find an adapted process with RCLL paths which is not locally bounded.

Exercise 9.2 Consider a filtered probability space (Ω,F, (Ft)t≥0, P ) satisfying the usual conditions
and let σ ≤ τ be two stopping times. Moreover, let Z be a bounded, Fσ-measurable random
variable. The goal of this exercise is to compute the stochastic integral process

∫
Z1]]σ,τ ]] dM for an

integrator M ∈Mc
0,loc.

(a) For a (uniformly integrable) right-continuous martingale X = (Xt)t≥0, show that the process
Z(Xτ −Xσ) is again a (uniformly integrable) right-continuous martingale.
Hint: Use Lemma 4.1.19 from the lecture notes to show the assertion first for Z of the form
Z = 1A for some A ∈ Fσ. Then extend the result to general Z.

(b) Let M,N ∈Mc
0,loc. Show that

〈Z(Mτ −Mσ), N〉 = Z〈Mτ −Mσ, N〉 = Z(〈M,N〉τ − 〈M,N〉σ).

(c) Let M ∈Mc
0,loc and set H := Z1]]σ,τ ]]. Show that H ∈ L2

loc(M) and∫
H dM = Z(Mτ −Mσ).

Conclude that ifM is a (uniformly integrable) martingale, then the stochastic integral
∫
H dM

is also a (uniformly integrable) martingale.
Remark: The last statement is not true for arbitrary bounded H ∈ L2

loc(M).

Exercise 9.3 Let (Bt)t≥0 be a Brownian motion. Fix any 0 < T <∞ and let f ∈ L2([0, T ]) be a
deterministic function. For any 0 ≤ a < b ≤ T we set

Ja,b :=
∫ b

a

f(s) dBs.

Moreover, for any t ∈ [0, T ], we denote Jt := J0,t.

Updated: April 24, 2017 1 / 2



Brownian Motion and Stochastic Calculus, Spring 2017
D-MATH Exercise sheet 9

(a) Show that the process J := (Ja,b)0≤a≤b≤T is a centered Gaussian process and calculate its
covariance function.

(b) Show that the process (Jt)t∈[0,T ] has the same law as the process Y := (Yt)t∈[0,T ] defined by

Yt := B∫ t

0
f2(s) ds.

Updated: April 24, 2017 2 / 2


