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Introduction

These notes will eventually become a volume on the interaction between
number theory and dynamics via homogeneous spaces.

A big portion of this text (specifically, most of Part I and Part III) should
be digestible for a reader who is familiar with measure theory and the ba-
sics of functional analysis. We will make efforts to avoid going beyond these
prerequisites (except for in Part II — see below). There are additional pre-
requisites at various places of the text, and some of these can be avoided.
For example, because the development of the theory is not strictly linear the
reader could skip some sections of the text that need more powerful back-
ground without losing track of the main ideas. We have marked those sections
by footnotes.

The basics of Lie theory, including for instance basic facts about the Lie
algebra, the exponential map, and the adjoint representation, will be assumed
after a brief review in Chapter 2. Unless the reader strives for maximal gen-
erality in her understanding, the more concrete case of linear groups (that is,
subgroups of SLd(R)) is quite sufficient both in breadth of applications and
in terms of issues arising. On the other hand, at certain places in Chapter 2
we will use the full force of Lie theory (including the Cartan decomposition,
the Levi decomposition, and the Jacobson–Morozov theorem). However, that
portion of Chapter 2 could also be skipped, and is not used later.

This text is part of a larger project that started with the book ‘Ergodic
theory with a view towards Number theory’ [?] and is (at modest but posi-
tive speed) being developed in parallel with ‘Entropy in ergodic theory and
homogeneous dynamics’ [?]. We will not repeat material from the other two
volumes, and will refer to them as needed. Initially we need very few facts
from [?], namely the Poincaré recurrence theorem and the pointwise ergodic
theorem.

The text ‘Entropy in ergodic theory and homogeneous dynamics’ only be-
comes relevant in Part II of the current notes (to be honest, some of the
theorems in Chapter 6 will use the results of Part II to give the reader mo-
tivation for the latter).

1



2 Contents

In order to focus on the theory we plan to be quite brief about historical
remarks throughout the text, and apologize in advance for any missing refer-
ences that we should have included. We also try to develop the theory partly
from a logical and partly from an instructional point of view. Historically
many theorems in these notes were much harder to prove initially, and as
we have no desire to suffer ourselves, nor to cause suffering, where it is not
strictly necessary we take the logically simpler route (even at the price of
ignoring some interesting connections to other topics). On the other hand,
from a purely logical point of view we should start immediately with homoge-
neous spaces defined using algebraic groups over local fields of zero or positive
characteristic and also develop the entropy theory much more generally so
that the case of smooth maps on manifolds is included. However, as such a
text would be quite hard to read for anyone who does not already know the
field that we hope to introduce, we instead start with homogeneous spaces
defined using linear groups and introduce the language of algebraic groups
relatively slowly (mostly over local fields of zero characteristic), starting in
Chapter 3. Moreover, we only develop the entropy theory for homogeneous
dynamics (which in many ways is easier than the entropy theory for smooth
maps).

We hope you will enjoy these notes and the theory that they introduce.

Notation

The symbols N = {1, 2, . . . }, N0 = N ∪ {0}, and Z denote the natural
numbers, non-negative integers and integers; Q, R, C denote the rational
numbers, real numbers and complex numbers; the multiplicative and additive
circle are denoted S1 = {z ∈ C | |z| = 1} and T = R/Z respectively. The real
and imaginary parts of a complex number are denoted x = <(x+iy) and y =
=(x+iy). The order of growth of real- or complex-valued functions f, g defined
on N or R with g(x) 6= 0 for large x is compared using Landau’s notation:

f ∼ g if

∣∣∣∣f(x)

g(x)

∣∣∣∣ −→ 1 as x→∞;

f = o(g) if

∣∣∣∣f(x)

g(x)

∣∣∣∣ −→ 0 as x→∞.

For functions f, g defined on N or R, and taking values in a normed space, we
write f = O(g) if there is a constant A > 0 with ‖f(x)‖ 6 A‖g(x)‖ for all x.
In particular, f = O(1) means that f is bounded. Where the dependence
of the implied constant A on some set of parameters A is important, we
write f = OA (g). The relation f = O(g) will also be written f � g, par-
ticularly when it is being used to express the fact that two functions are
commensurate, f � g � f . A sequence a1, a2, . . . will be denoted (an).
Unadorned norms ‖x‖ will only be used when x lives in a Hilbert space
(usually L2) and always refer to the Hilbert space norm. For a topological
space X, C(X), CC(X), Cc(X) denote the space of real-valued, complex-
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valued, compactly supported continuous functions on X respectively, with
the supremum norm. For sets A,B, denote the set difference by

ArB = {x | x ∈ A, x /∈ B}.

Additional specific notation is collected in an index of notation on page 457.
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Chapter 1

Lattices and the Space of Lattices

We recall that an action of a group G on a space X is a map G ×X → X,
written (g, x) 7→ g.x, with the property that g.(h.x) = (gh).x and I.x = x
for all g, h ∈ G and x ∈ X, where I is the identity element of G. Furthermore,
for any x ∈ X the set G.x = {g.x : g ∈ G} is called the G-orbit of x.

One of our interests in this volume is to study the relationship between
orbits, orbit closures and arithmetic properties of groups.

In this chapter we discuss discrete subgroups Γ of a locally compact σ-
compact metric group G, the quotient space X = Γ\G, which we will refer
to as a locally homogeneous space, and the question of whether or not there
is a G-invariant Borel probability measure on X. We finish by studying the
central example d = SLd(Z)\ SLd(R). In other words, we define the spaces
(and the canonical measures) on which (or with respect to which) we will
later discuss dynamical and arithmetic properties.

1.1 Discrete Subgroups and Lattices

1.1.1 Metric, Topological, and Measurable Structure

In this section, let G be a locally compact σ-compact metric group endowed
with a left-invariant metric dG giving rise to the topology of G. For exam-
ple, dG could be the metric derived from a Riemannian metric on a connected
Lie group G, but in fact any topological group with a countable basis for the
topology has such a metric (see Lemma A.2). We note that the left-invariance
of the metric implies that

dG(g, I) = dG(g−1g, g−1) = dG(g−1, I)

for any g ∈ G. Write BGr = BGr (I) for the metric open ball of radius r
around the identity I ∈ G. If Γ is a discrete subgroup (which means that I

7



8 1 Lattices and the Space of Lattices

is an isolated point of Γ ), then there is an induced metric on the quotient
space† X = Γ\G defined by

dX(Γg1, Γg2) = inf
γ1,γ2∈Γ

dG(γ1g1, γ2g2) = inf
γ∈Γ

dG(γg1, g2) (1.1)

for any Γg1, Γ g2 ∈ X, where both infima are minima if the metric is proper‡.
We note that dX(·, ·) indeed defines a metric on X and that we will always
use the topology induced by this metric. In particular, a sequence Γgn ∈ X
converges to Γg as n → ∞ if and only if there exists a sequence γn ∈ Γ
such that γngn → g as n→∞. Another consequence of the definition of this
metric is that X and G are locally isometric in the following sense.

Lemma 1.1 (Injectivity radius). Let Γ be a discrete subgroup in a group
equipped with a left-invariant metric. For any compact subset K ⊆ X = Γ\G
there exists some r = r(K) > 0, called the injectivity radius on K, with the
property that for any x0 ∈ K the map

BGr 3 g 7−→ x0g ∈ BXr (x0)

is an isometry between BGr and BXr (x0). If K = {x0} where x0 = Γh for
some h ∈ G, then

r = 1
4 infγ∈Γr{I} dG(h−1γh, I) (1.2)

has this property.

Proof. We first show this locally, for K = {x0} where x0 = Γh. Let r be
as in (1.2), which is positive since h−1Γh is also a discrete subgroup. Then,
for g1, g2 ∈ BGr ,

dX(Γhg1, Γhg2) = inf
γ∈Γ

dG(hg1, γhg2) = inf
γ∈Γ

dG(g1, h
−1γhg2).

We wish to show that the infimum is achieved for γ = e. Suppose that γ ∈ Γ
has

dG(g1, h
−1γhg2) 6 dG(g1, g2) < 2r

then
dG(h−1γhg2, I) 6 dG(h−1γhg2, g1) + dG(g1, I) < 3r

since g1 ∈ BGr , and similarly

dG(h−1γh, I) = dG(e, h−1γ−1h)

6 dG(e, g2) + dG(g2, h
−1γ−1h)

6 r + dG(h−1γhg2, I) < 4r.

† As usual in geometry and number theory, we consider Γ\G instead of G/Γ ; the latter

is also often considered in dynamics. The two set-ups are equivalent via the bijection
sending Γg ∈ Γ\G to g−1Γ ∈ G/Γ .
‡ A metric is proper if any ball of finite radius has a compact closure.
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1.1 Discrete Subgroups and Lattices 9

This implies that γ = I.
The lemma now follows by compactness of K. For x0 and r as above it is

easily checked that any y ∈ BXr/2(x0) satisfies the first claim of the proposition

with r replaced by r/2. Hence K can be covered by balls so that on each ball
there is a uniform injectivity radius. Now take a finite subcover and the
minimum of the associated injectivity radii. �

Notice that given an injectivity radius, any smaller number will also be an
injectivity radius. We define the maximal injectivity radius rx0 at x0 ∈ X as
the supremum of the possible injectivity radii for the set K = {x0} as in the
lemma (see also Exercise 1.1.3). If x0 = Γh then

1

4
inf
γ∈Γ

dG(h−1γh, I) 6 rx0 6 inf
γ∈Γ

dG(h−1γh, I) (1.3)

by Lemma 1.1.
We also define the natural quotient map

πX : G → X = Γ\G
g 7−→ Γg,

and note that πX is locally an isometry by left invariance of the metric and
Lemma 1.1. Clearly X = Γ\G is a homogeneous space in the sense of algebra,
but due to this local isometric property we will call X a locally homogeneous
space.

One (rather abstract) way to understand the quotient space X = Γ\G may
be to consider a subset F ⊆ G for which the projection πX , when restricted
to F , is a bijection. This motivates the following definition.

Definition 1.2 (Fundamental domain). Let Γ 6 G be a discrete sub-
group. A fundamental domain F ⊆ G is a measurable† set with the property
that

G =
⊔
γ∈Γ

γF,

(where
⊔

denotes a disjoint union). Equivalently, πX |F : F → Γ\G is a
bijection. A measurable set B ⊆ G will be called injective (for Γ ) if πX |B is
an injective map, and surjective (for Γ ) if πX(B) = Γ\G.

Example 1.3. The set [0, 1)d ⊆ Rd is a fundamental domain for the discrete
subgroup Γ = Zd 6 Rd = G.

We will see more examples later, but the existence of a fundamental do-
main is a general property.

Lemma 1.4 (Existence of fundamental domains). Let G be a locally
compact σ-compact group equipped with a left-invariant metric dG(·, ·). If Γ

† Unless indicated otherwise, measurable always means Borel-measurable.
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10 1 Lattices and the Space of Lattices

is a discrete subgroup of G and Binj ⊆ Bsurj ⊆ G are injective (resp. surjec-
tive) sets, then there exists a fundamental domain F with Binj ⊆ F ⊆ Bsurj.
Moreover, πX |F : F → X = Γ\G is a bi-measurable† bijection for any fun-
damental domain F ⊆ G.

Proof. Notice first that dX(πX(g1), πX(g2)) 6 dG(g1, g2) for all g1, g2 ∈ G.
Therefore, πX is continuous (and hence measurable). Using the assumption
that G is σ-compact and Lemma 1.1, we can find a sequence of sets (Bn)
with Bn = gnB

G
rn for n > 1 such that πX |Bn is an isometry, and G =⋃∞

n=1Bn. It follows that for any Borel set B ⊆ G the image πX(B ∩ Bn) is
measurable for all n > 1, and so πX(B) is measurable. This implies the final
claim of the lemma.

Now let Binj ⊆ Bsurj ⊆ G be as in the lemma. Define inductively the
following measurable subsets of G:

F0 = Binj,

F1 = Bsurj ∩B1rπ−1
X (πX(F0)) ,

F2 = Bsurj ∩B2rπ−1
X (πX(F0 ∪ F1)) ,

and so on. Then F =
⊔∞
n=0 Fn satisfies all the claims of the lemma. Clearly F

is measurable and Binj ⊆ F ⊆ Bsurj. If now g ∈ G is arbitrary we need to show
that (Γg) ∩ F consists of a single element. If Γg intersects Binj nontrivially,
then the intersection is a singleton by assumption and Fn will be disjoint
to Γg for all n > 1 by construction. If Γg intersects Binj trivially, then we
choose n > 1 minimal such that Γg intersects Bsurj ∩ Bn. By the properties
of Bn this intersection is again a singleton, by minimality of n the point in the
intersection also belongs to Fn, and Γg will intersect Fk trivially for k > n.
Hence in all cases we conclude that (Γg)∩F is a singleton, or equivalently F
is a fundamental domain. �

In some special cases, for example Zd < Rd, we will be able to give very
concrete fundamental domains with better properties, where in particular the
boundary of the fundamental domain consists of lower-dimensional objects.
In those situations one could and should also ask about how the various
pieces of the boundary are glued together under Γ . For instance, in the case
of Zd we know that opposite sides of [0, 1)d are to be identified. Another
such situation will arise in the discussion in Section 1.2. As our goal is more
general quotients where this is typically not so easily done, we will not pursue
this further.

† That is, both πX |F and its inverse are measurable maps.
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1.1 Discrete Subgroups and Lattices 11

1.1.2 Haar Measure and the Natural Action on the
Quotient

Recall (see [?, Sec. 8.3] for an outline and the monograph of Folland [?,
Sec. 2.2] for a full proof) that any metric, σ-compact, locally compact group G
has a (left) Haar measure mG which is characterized (up to proportionality)
by the properties

• mG(K) <∞ for any compact K ⊆ G;
• mG(O) > 0 for any non-empty open set O ⊆ G;
• mG(gB) = mG(B) for any g ∈ G and measurable B ⊆ G.

Similarly there also exists a right Haar measure m
(r)
G with the first two

properties and invariance under right translation instead of left translation
as above. For concrete examples it is often not so difficult to give a concrete
description of the Haar measure, see Exercise 1.1.5 and Exercise 1.1.6.

Lemma 1.5 (Independence of choice of fundamental domain). Let Γ
be a discrete subgroup of G. Any two fundamental domains for Γ in G have
the same Haar measure. In fact, if B1, B2 ⊆ G are injective sets for Γ
with πX(B1) = πX(B2) then† mG(B1) = mG(B2).

Alternatively we may phrase this lemma as follows. For any discrete sub-
group Γ < G, the left Haar measure mG induces a natural measure mX

on X = Γ\G such that

mX(B) = mG(π−1
X (B) ∩ F )

where F ⊆ G is any fundamental domain for Γ in G.

Proof of Lemma 1.5. Suppose B1 and B2 are injective sets with

πX(B1) = πX(B2).

Then
B1 =

⊔
γ∈Γ

B1 ∩ (γB2)

and ⊔
γ∈Γ

γ−1 (B1 ∩ γB2) =
⊔
γ∈Γ

(γB1) ∩B2 = B2.

Note that the discrete subgroup Γ < G must be countable as G is σ-compact.
Therefore, we see that

mG(B1) =
∑
γ∈Γ

mG(B1 ∩ γB2) =
∑
γ∈Γ

mG

(
γ−1B1 ∩B2

)
= mG(B2)

† As the proof will show, we only need left-invariance of the measure under Γ . We will use

this strengthening later.
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12 1 Lattices and the Space of Lattices

as required. �

Note that G acts naturally on X = Γ\G via right multiplication

g.x = Rg(x) = xg−1

for x ∈ X and g ∈ G, and that this action satisfies

πX(g1g
−1
2 ) = πX(g1)g−1

2 = g2.πX(g1)

for all g1, g2 ∈ G. Also note that g2.g1 = g1g
−1
2 for g1 ∈ G is the natural

action of g2 ∈ G on G on the right so that πX satisfies the equivariance
property πX(g2.g1) = g2.πX(g1). We are interested in whether X supports
a G-invariant probability measure, a property discussed in the next proposi-
tion and definition.

Proposition 1.6 (Finite volume quotients). Let G be a locally com-
pact σ-compact group with a left-invariant metric dG, and let Γ 6 G be
a discrete subgroup. Then the following properties are equivalent:

(a) X = Γ\G supports a G-invariant probability measure, that is a probability
measure mX which satisfies mX(g.B) = mX(B) for all measurable B ⊆ X
and all g in G;

(b) There is a fundamental domain F for Γ 6 G with mG(F ) <∞;
(c) There is a fundamental domain F ⊆ G which has finite right Haar mea-

sure m
(r)
G (F ) <∞ and m

(r)
G is left Γ -invariant.

If any (and hence all) of these conditions hold, then G is unimodular (that
is, the left-invariant Haar measure is also right-invariant).

Definition 1.7 (Lattices). A discrete subgroup Γ 6 G is called a lattice
if X = Γ\G supports a G-invariant probability measure. In this case we also
say that X has finite volume†.

In the proof we will use the modular character and the pigeonhole principle
for ergodic theory.

In any metric, locally compact σ-compact group G right multiplication
may not preserve the left Haar measure mG. However, there is a continuous
homomorphism, the modular character, mod : G → R>0 with the property
that mG(Bg−1) = mod(g)mG(B) for all measurable B ⊆ G and g ∈ G
(see [?, Sec. 8.3] for the details and references).

The modular character may also be defined using a right Haar mea-

sure m
(r)
G via m

(r)
G (gB) = mod(g)m

(r)
G (B) for all measurable B ⊆ G

and g ∈ G, and the left and right Haar measures may be normalized to

have m
(r)
G (B) = mG(B−1) for any Borel set B ⊆ G, where

† Given a fixed left Haar measure mG on G, we can define the volume of X as mG(F ) for

any fundamental domain F ⊆ G for Γ . Somewhat perversely we will often normalize the

Haar measure mG to have mX(X) = 1.
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1.1 Discrete Subgroups and Lattices 13

B−1 = {g−1 | g ∈ B}.

The pigeonhole principle for ergodic theory is the Poincaré recurrence
theorem, which may be formulated as follows in the metric setting. We refer
to [?, Th. 2.21] and Exercise 1.1.7 for the proof.

Theorem 1.8 (Poincaré recurrence). Let X be a locally compact metric
space, and let µ be a Borel probability measure preserved by a continuous
map T : X → X. Then for µ-almost every x ∈ X there is a sequence nk →∞
with Tnkx→ x as k →∞.

Proof of Proposition 1.6. We will start by proving that (a) =⇒ (c).
Suppose therefore that mX is a probability measure on X = Γ\G invariant
under the action of G on the right. Then we can define a measure µ on G via
the Riesz representation theorem by letting∫

f dµ =

∫ ∑
π(g)=x

f(g) dmX(x) (1.4)

for any f ∈ Cc(G). Here the function defined by the sum

F : x = Γg 7→
∑
γ∈Γ

f(γg),

on the right hand side belongs to Cc(X) — indeed the sum vanishes if x /∈
π(Supp f) and for every given g ∈ G (and also on any compact neighborhood
of g) the sum can be identified with a sum over a finite subset of Γ which
implies continuity.

By invariance of µ under the action of G, we see that µ = m
(r)
G is a right

Haar measure on G (the reader may check all the characterizing properties
of Haar measures from page 11, or rather their analogues for right Haar

measures). By the construction above, m
(r)
G is left-invariant under Γ . Finally,

(1.4) extends using dominated and monotone convergence to any measurable
non-negative function f on G. Applying this to f = 1F for a fundamental

domain F ⊆ G shows that m
(r)
G (F ) = 1, hence (c).

Now suppose that (c) holds, and let F be the fundamental domain. We
define a measure mX on X by

mX(B) =
1

m
(r)
G (F )

m
(r)
G

(
F ∩ π−1

X (B)
)
.

By Lemma 1.5 (and its footnote), this definition is independent of the par-
ticular fundamental domain used. Thus for g ∈ G and B ⊆ X we have
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14 1 Lattices and the Space of Lattices

mX (Bg) =
1

m
(r)
G (F )

m
(r)
G

(
F ∩ π−1

X (Bg)
)

=
1

m
(r)
G (F )

m
(r)
G

(
F ∩ π−1

X (B)g
)

=
1

m
(r)
G (Fg−1)

m
(r)
G

(
Fg−1 ∩ π−1

X (B)
)

= mX(B),

since Fg−1 ⊆ G is also a fundamental domain. This shows (a). It follows
that (a) and (c) are equivalent.

We also note that (b) =⇒ (c) rather quickly: If F is a fundamental domain
with mG(F ) < ∞ and g ∈ G, then Fg is another fundamental domain.
Therefore, by Lemma 1.5, mG(F ) = mG(Fg) = mG(F ) mod(g−1), so G is
unimodular and (c) follows.

In the proof that (a) (or, equivalently, (c)) implies (b), we will again show
first that G is unimodular. Note that this implies that (b) and (c) are the
same statement. Also note that by the equivalence of (a) and (c) above and
the uniqueness of Haar measures we know that the measure mX on X is

derived (up to a scalar) from the right Haar measure m
(r)
G on G restricted to

a fundamental domain F ⊆ G. Let B = BGr ⊆ G be a compact neighborhood
of the identity I in G so that r > 0 is an injectivity radius at ΓI ∈ X

as in Lemma 1.1. Then mX(πX(B)) = m
(r)
G (B) by Lemma 1.1 and (1.4)

(for µ = m
(r)
G and the characteristic function of B). By the properties of the

Haar measure we have also mX(πX(B)) = m
(r)
G (B) > 0.

Let now g be an element of G; we wish to show that mod(g) = 1, and
only know that g preserves a finite measure mX on X (which we may as-
sume without loss of generality to be a probability measure). By Poincaré
recurrence there exists some b ∈ B and sequences (nk), (γk), (bk) with

nk ↗∞, γk ∈ Γ, bk ∈ B

such that
bg−nk = γkbk

for all k > 1. Applying the modular character, and noticing that

mod(Γ ) = {1}

by (c), we see that

mod(g)nk =
mod(b)

mod(bk)

belongs to a compact neighborhood of 1 ∈ (0,∞) for all k > 1. It follows
that mod(g) = 1, as required. �

Proposition 1.9 (Haar measure on X = Γ\G). Let G and Γ be as in
Proposition 1.6, and suppose in addition that G is unimodular. Then the
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1.1 Discrete Subgroups and Lattices 15

Haar measure mG on G induces a locally finite G-invariant measure mX ,
also called the Haar measure on X = Γ\G, such that†∫

G

f dmG =

∫
X

∑
γ∈Γ

f(γg) dmX(Γg) (1.5)

for all f ∈ L1
mG(G).

Proof. Since we assume that G is unimodular, the argument that (c) im-
plies (a) in the proof of Proposition 1.6 can be used to define the measure mX .
Once again Lemma 1.5 shows that mX is independent of the choice of fun-
damental domain F ⊆ G used in the definition, and shows that mX is G-
invariant. By definition (1.5) holds for f = 1B if B ⊆ F or B ⊆ γF for
some γ ∈ Γ . By linearity (1.5) also holds for any measurable B ⊆ G and
hence for any simple function. In particular, the sum on the right hand side
of (1.5) is a measurable function on X (or equivalently on F ). The measura-
bility of the sum and the equality of the integrals now extend by monotone
convergence to show that (1.5) holds for any measurable non-negative func-
tion. �

Notice that Lemma 1.1 implies that any compact set KX ⊆ X is the
image KX = πX(KG) of a compact set KG ⊆ G. In particular, this implies
that a compact quotient Γ\G is of finite volume in the sense of Definition 1.7.

Definition 1.10 (Uniform lattice). A discrete subgroup Γ 6 G is called a
(co-compact or) uniform lattice if the quotient space X = Γ\G is compact‡.

Roughly speaking, Γ 6 G is a uniform lattice if the quotient space Γ\G is
small topologically (compact) as well as measurably (of finite volume). At first
sight, motivated by the abelian paradigm from Zd 6 Rd, it seems reasonable
to require that Γ\G should always be compact in defining a lattice. However,
as we will soon see, this would exclude some of the most natural lattices and
their quotient spaces.

† This formula is sometimes referred to as method of summation, folding (if used from the

left hand side to the right hand side), or unfolding (if used in the other direction).
‡ A consequence is that there is a choice of injectivity radius that is uniform across all

of Γ\G.
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16 1 Lattices and the Space of Lattices

1.1.3 Divergence in the Quotient by a Lattice

† In allowing non-compact quotients, it is natural to ask how compact subsets
of X = Γ\G can be described or, equivalently, to characterize sequences (xn)
in X that go to infinity (that is, leave any compact subset of X).

Proposition 1.11 (Abstract divergence criterion). Let G be a locally
compact σ-compact group and let Γ < G be a lattice. Then the following
properties of a sequence (xn) in X = Γ\G are equivalent:

(1) xn → ∞ as n → ∞, meaning that for any compact set K ⊆ X there is
some N = N(K) > 1 such that n > N implies that xn /∈ K.

(2) The maximal injectivity radius at xn = Γgn goes to zero as n→∞. That
is, there exists a sequence (γn) in Γr{I} such that g−1

n γngn → I ∈ G
as n→∞.

Proof. We note that the two statements in (2) are equivalent due to (1.3).
Suppose that (1) holds, so that xn → ∞ as n → ∞. We need to show

that the maximal injectivity radius rxn at xn goes to zero. So suppose the
opposite, then we would have rxn > ε > 0 for some ε > 0 and infinitely
many n, and by choosing this subsequnce we may assume without loss of
generality that rxn > ε > 0 for all n > 1.

Decreasing ε if necessary, we may assume that BGε is compact (since G is
locally compact). Therefore there is some N1 with

xn /∈ x1BGε

for n > N1. Now remove the terms x2, . . . , xN1−1 from the sequence. Similarly,
there is an N2 > 1 with

xn /∈ x1BGε ∪ xN1B
G
ε

for n > N2. Repeating this process infinitely often, and renaming the thinned-
out sequence remaining (xn) again, we may assume without loss of generality
that d(xn, xm) > ε for all m 6= n. This now gives a contradiction to the
assumption that X has finite volume: if xn = πX(gn) then

X ⊇
∞⊔
n=1

xnB
G
ε/2 = Γ

( ∞⊔
n=1

gnB
G
ε/2

)
,

and
∞⊔
n=1

gnB
G
ε/2

† In the remainder of the section we collect more fundamental results about locally homo-

geneous orbits, but the reader in a hurry could also move on to Section 1.2 and return to

the material here later as needed.
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1.1 Discrete Subgroups and Lattices 17

is a disjoint union of infinite measure, and is an injective set.
Suppose now that (1) does not hold, so there exists some compact K ⊆ X

with xn ∈ K for infinitely many n. By Lemma 1.1 there exists an injectivity
radius r > 0 on K and we see that rxn > r for infinitely many n, so that (2)
does not hold either. �

1.1.4 Orbits of Subgroups

In the following we will also be interested in orbits of subgroupsH 6 G. Given
an action of G on a space X, which we will write (x, g) 7→ g.x, the H-orbit
of x ∈ X is the set

H.x = {h.x | h ∈ H} ∼= H/StabH(x) ∼= StabH(x)\H,

where
StabH(x) = {h ∈ H | h.x = x}

is the stabilizer subgroup of x ∈ X and the isomorphisms are sending h.x
to hStabH(x) resp. to StabH(x)h−1. Note that if X = Γ\G and x = Γg,
then

StabH(x) = H ∩ g−1Γg

is a discrete subgroup of H. Fixing a Haar measure mH on H we define
the volume of the H-orbit, volume(H.x) to be mH(FH) where FH ⊆ H is a
fundamental domain for StabH(x) in H.

Clearly if an H-orbit xH ⊆ X = Γ\G is compact, it is also closed. In fact
the same conclusion can be reached for finite volume orbits.

Proposition 1.12 (Finite volume orbits are closed). Let G be a locally
compact σ-compact group equipped with a left-invariant metric d, let Γ 6 G
be a discrete subgroup, and let H 6 G be a closed subgroup. Suppose that the
point x ∈ X = Γ\G has a finite volume H-orbit. Then xH ⊆ X is closed.

We note that Proposition 1.12 can also be deduced from Proposition 1.11
(see Exercise 1.1.9 and compare the two approaches), but we will also give
an independent proof.

Proof of Proposition 1.12. Suppose that y ∈ xH. By Lemma 1.1 there
exists a neighborhood BGr of I ∈ G such that the map g 7→ yg is injective
on BGr . Let V ⊆ H ∩ BGr/2 be a compact neighborhood of I in H. By as-

sumption, there is a sequence (zn) with zn = xhn = ygn ∈ (xH) ∩ (yBGr )
for some hn ∈ H, gn ∈ BGr/2 for each n > 1, and with gn → e as n → ∞.

If znV ∩ yV 6= ∅ for some n, then y ∈ znV V −1 ⊆ xH as desired. Assume
therefore that znV ∩yV = ∅ for all n > 1. Geometrically (and roughly speak-
ing), we may interpret this situation by saying that znV approaches yV from
a direction transverse to H, as illustrated in Figure 1.1.
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18 1 Lattices and the Space of Lattices

X

zV

yz

Fig. 1.1 We assume indirectly that the sets znV approach yV transverse to the orbit

direction.

Compactness of V implies that for any fixed n the set zmV (which ap-
proaches yV ) must also be disjoint from znV (which has positive distance
from yV ) for large enough m. Thus we may choose a subsequence and as-
sume that

znV ∩ zmV = ∅

for any n < m. However, since zn = xhn = ygn as above, each set znV is the
injective image of the map

V 3 h 7−→ znh = ygnh

since gnV ⊆ BGr/2B
G
r/2 ⊆ B

G
r . In other words

∞⊔
n=1

hnV ⊆ H

is injective for StabH(x). However, this gives

mH

( ∞⊔
n=1

hnV

)
=∞,

which contradicts the assumption that the orbit xH has finite volume. �

Clearly if we are interested in finding finite volume H-orbits (that will
carry finite H-invariant measures), then we need to restrict to unimodular
subgroups H 6 G (by Proposition 1.6). If H is unimodular (and, as before,
we have fixed some Haar measure mH) then the volume measure volumexH
on the H-orbit is defined by

volumexH(B) = mH ({h ∈ F | xh ∈ B})
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1.1 Discrete Subgroups and Lattices 19

where F ⊆ H is a fundamental domain for StabH(x) in H. This measure may
be finite or infinite (and in the latter case it may be locally finite considered
on X or not), but is always invariant under the right action of H due to
Proposition 1.9 applied to StabH(x)\H ∼= xH.

Proposition 1.13 (Closed orbits are embedded). Let G be a locally
compact σ-compact group equipped with a left-invariant metric d, let Γ 6 G
be a discrete subgroup, and let H 6 G be a closed subgroup. Suppose that
the point x ∈ X = Γ\G has a closed H-orbit. Then xH ⊆ X is embedded,
meaning that the map h ∈ StabH(x)\H → xh ∈ xH is a homeomorphism. In
particular, volumexH is a locally finite measure on X.

Proof. Clearly the map StabH(x)\H −→ xH ⊆ X is continuous, and we
wish to show that its inverse is also continuous.

Replacing x = Γg and H simultaneously with Γ and gHg−1, we may
assume for simplicity that x = Γ so that StabH(x) = Γ ∩H.

By Exercise 1.1.2† the quotient G/H is a locally compact metric space. We
claim that our assumption that ΓH is closed in Γ\G also shows‡ that ΓH
is closed as a subset of G/H. Indeed, suppose that (γnH) converges to gH
in G/H. Then we can find a sequence (hn) in H such that γnhn → g ∈ G
as n→∞, showing that Γhn → Γg. However, this implies by our assumption
that Γg ∈ ΓH, so that there is some γ ∈ Γ and h ∈ H with g = γh. This
shows that gH = γH ∈ ΓH as needed.

Next we claim that ΓH is a discrete subset of G/H. If not we may choose a
sequence (ηn) so that ηnH → gH as n→∞ for some g ∈ G, but ηnH 6= gH
for n > 1. Then gH = ηH for some η ∈ Γ as ΓH is closed. Multiplying
the sequence on the left by γη−1 for an arbitrary γ ∈ Γ gives a sequence
in ΓH with limit γH such that the limit is not achieved in the sequence.
This shows that any element of ΓH is an accumulation§ point of ΓH. As Γ
is countable (since G is σ-compact) we can write ΓH = {γ1H, γ2H, . . . }.
Now On = ΓHr{γnH} is an open dense subset of ΓH, which implies by
the Baire category theorem that

⋂
nOn must be dense in ΓH, which gives a

contradiction as the intersection is empty.
Now suppose that Γhn → Γh as n → ∞ in Γ\G. Then there exists a

sequence (γn) in Γ with γnhn → h ∈ H as n→∞, which implies that

γnH → H

as n→∞ in G/H. By the discreteness of ΓH ⊆ G/H, it follows that γn ∈ H
for large enough n, so that we also have

(Γ ∩H)hn −→ (Γ ∩H)h

† The result in the exercise of course also holds for G/H instead of H\G.
‡ The argument will show the equivalence of the two.
§ Thus ΓH is a closed perfect set(1).
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20 1 Lattices and the Space of Lattices

as n→∞ in Γ ∩H\H.
For the last claim of the proposition notice that every compact set K ⊆

X intersects xH in a compact set which has finite measure with respect
to volumexH (as K ∩xH also corresponds to a compact set in StabH(x)\H).
�

Exercises for Section 1.1

Exercise 1.1.1. Let G be equipped with a left-invariant metric, and let Γ be a discrete
subgroup of G. Show that

dX(x, xg) 6 dG(I, g)

for all x ∈ X and g ∈ G, where as usual X = Γ\G.

Exercise 1.1.2. Let G be a topological group, let d be a left-invariant metric, and let H <
G be a closed subgroup. Imitate the definition in (1.1) to define a metric on H\G. Show

that H\G is locally compact and σ-compact if G is. Assuming only that G is locally

compact, show that both G and H\G are complete as metric spaces.

Exercise 1.1.3. Show that the maximal injectivity radius as defined after Lemma 1.1 is
indeed an injectivity radius. Show the upper bound in (1.3).

Exercise 1.1.4. Show that the topology induced by the metric dX(·, ·) on X = Γ\G is

the quotient topology of the topology on G for the natural map πX : G → X (i.e. finest

topology on X for which πX is continuous).

Exercise 1.1.5. Show that the bi-invariant Haar measure mGLd(R) on the locally compact
group

GLd(R) =
{
g = (gij)i,j ∈ Matd(R) | det(g) 6= 0

}
,

which is called the general linear group, can be defined by the formula

dmGLd(R)(g) =

∏d
i,j=1 dgij

(det g)d
.

Exercise 1.1.6. Let d > 2. Show that

mSLd(R)(B) = mRd2 ({tb : t ∈ [0, 1], b ∈ B})

for any measurable B ⊆ SLd(R) defines a (bi-invariant) Haar measure on the locally

compact group
SLd(R) =

{
g ∈ Matd(R) | det(g) = 1

}
,

which is called the special linear group, where mRd2 is the Lebesgue measure on the matrix

algebra Matd(R) viewed as the vector space Rd2 .

Exercise 1.1.7. Show that Theorem 1.8 follows from the conventional formulation of

Poincaré recurrence: if (X,B, µ, T ) is a measure-preserving system and µ(A) > 0 then
there is some n > 1 for which µ(A ∩ T−nA) > 0 (see [?, Sec. 2.1]).

Exercise 1.1.8. Rephrase Proposition 1.11 as a compactness criterion characterizing com-

pact subsets of X = Γ\G in terms of the injectivity radius.
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Exercise 1.1.9. Prove Proposition 1.12 using Proposition 1.11, also showing that the

inclusion

StabH(x)\HX = Γ\G
StabH(x)h 7−→ xh

is a proper map.

Exercise 1.1.10. Let G < SLd(R) be a closed linear group, and let

Γ = G ∩ SLd(Z) < G

be a non-uniform lattice in G. Show that Γ must contain a unipotent matrix† (that is, a

matrix for which 1 is the only eigenvalue).

Exercise 1.1.11. Let Γ < G be a uniform lattice in a connected σ-compact locally com-

pact group G equipped with a proper left-invariant metric. Show that Γ is finitely gener-
ated‡.

Exercise 1.1.12. Let Γ < G be a discrete subgroup, let x ∈ X = Γ\G, and let H1, H2 <

G be two closed subgroups for which xH1 and xH2 are closed orbits. Prove that x(H1 ∩
H2) ⊆ (xH1) ∩ (xH2) is a closed orbit.

1.2 A Brief Review of SL2(Z)\ SL2(R)

1.2.1 The Space

We recall (see, for example, [?, Ch. 9]) that the upper half-plane

H = {z = x+ iy ∈ C | y = =(z) > 0}

equipped with the Riemannian metric

〈(z, u), (z, v)〉z =
(u · v)

y2

for (z, u), (z, v) ∈ TzH = {z}×C is the upper half-plane model of the hyper-
bolic plane (where u · v denotes the inner product after identifying u and v
with elements of R2). Moreover, the group SL2(R) acts on H transitively and
isometrically via the Möbius transformation

g =

(
a b
c d

)
: z 7→ g.z =

az + b

cz + d
. (1.6)

† This is true in general, as conjectured by Selberg and proved by Každan and Margulis [?];
also see Raghunathan [?, Ch. XI]. However, the proof for subgroups of the form Γ =

G ∩ SLd(Z) is significantly easier.
‡ This again holds more generally, but for connected groups and for compact quotients the

proof is straightforward. We refer to Raghunathan [?, Remark 13.21] for the general case.
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22 1 Lattices and the Space of Lattices

The stabilizer of i ∈ H is SO(2) so that

SL2(R)/ SO(2) ∼= H

under the map sending g SO(2) to g.i.
The action of SL2(R) is differentiable, and so gives rise to a derived action

on the tangent bundle TH = H× C by

D g : (z, u) 7−→
(
g.z, 1

(cz + d)2
u

)
where

g =

(
a b
c d

)
.

This action gives rise to the simply transitive action of

PSL2(R) = SL2(R)/{±1}

on the unit tangent bundle

T1H = {(z, v) ∈ TH | ‖(z, v)‖2z = 〈(z, v), (z, v)〉z = 1},

so that
PSL2(R) ∼= T1H

by sending g to D g(i, i).
The region E illustrated by shading in Figure 1.2 is a fundamental region

for the action of the discrete subgroup PSL2(Z) on H (strictly speaking we
should describe carefully which parts of the boundary of the hyperbolic trian-
gle shaded belong to the domain but as the boundary is a nullset one usually
ignores that issue — we will comply with this tradition), see Exercise 1.2.1.

This shows that we can define a fundamental domain for PSL2(Z) in

PSL2(R) ∼= T1H

by taking all vectors (z, u) whose base point z lies in E, giving the set

F = {g ∈ PSL2(R) | D g(i, i) = (z, u) with z ∈ E}.

(Once again, strictly speaking we should describe more carefully which vec-
tors attached to points z ∈ ∂E are allowed in F .) Furthermore, we can lift
the set F ⊆ PSL2(R) to a surjective set F ⊆ SL2(R) for SL2(Z). We claim
that this argument shows that

PSL2(Z)\PSL2(R) ∼= SL2(Z)\SL2(R)

has finite volume. In order to see this, we recall some basic facts from [?,
Ch. 9] (which we will prove in greater generality for SLd(R) in Section 1.3.4):
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da b c

i

L R

Fig. 1.2 A fundamental domain E ⊆ H for the action of SL2(Z).

• SL2(R) is unimodular (see Exercise 1.1.6).
• SL2(R) = NAK with†

N =

{(
1 ∗

1

)}
, A =

{(
a
a−1

)
| a > 0

}
and K = SO(2), in the sense that every g ∈ SL2(R) can be written
uniquely(2) as a product g = nak with n ∈ N , a ∈ A and k ∈ K.

• Let B = NA = AN be the subgroup B =

{(
a t
a−1

)
| a > 0, t ∈ R

}
. The

Haar measure mSL2(R) decomposes in the coordinates g = bk, meaning
that

mSL2(R) ∝ mB ×mK

where ∝ denotes proportionality (with the constant of proportionality de-
pendent only on the choices of Haar measures). Moreover, the left Haar
measure mB decomposes in the coordinate system

b(x, y) =

(
1 x

1

)(
y1/2

y−1/2

)
with x ∈ R, y > 0, as

dmB =
1

y2
dxdy.

† We sometimes indicate by ∗ any entry of a matrix which is only restricted to be a real
number, and do not write entries that are zero.
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24 1 Lattices and the Space of Lattices

• We also note that b(x, y).i =

(
1 x

1

)
.(iy) = x + iy, and that the Haar

measure mB on B is identical to the hyperbolic area measure on H under
the map b(x, y) 7→ b(x, y).i = x+ iy.

Combining these facts we get

mSL2(R)(F ) <

∫ 1/2

−1/2

∫ ∞
√

3/2

∫ 2π

0

1

y2
dθ dy dx <∞.

The argument above also helps us to understand the space

2 = SL2(Z)\SL2(R)

globally: it is, apart from some difficulties arising from the distinguished

points i, 1
2 +

√
3

2 i ∈ E, the unit tangent bundle of the surface† SL2(Z)\H.
This surface may be thought of as being obtained by gluing the two vertical

sides in Figure 1.2 together using the action of

(
1 ±1

1

)
∈ SL2(Z) and the

third side to itself using the action of

(
−1

1

)
∈ SL2(Z). In particular, 2 is

non-compact.

1.2.2 The Geodesic Flow — the Subgroup A

We recall that

gt : x 7−→ x

(
et/2

e−t/2

)
=

(
e−t/2

et/2

)
.x

defines the geodesic flow on 2, whose orbits may also be described in the
fundamental region as in Figure 1.3.

The diagonal subgroup

A =

{(
e−t/2

et/2

)
| t ∈ R

}
is also called the torus or Cartan subgroup. We recall that A acts ergodically
on 2 with respect to the Haar measure m2 (see [?, Sec. 9.5]; we will also
discuss this from a more general point of view in Chapter 2). There are many
different types of A-orbits, which include the following:

† Because of the distinguished points this surface is a good example of an orbifold, but not
an example of a manifold.
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Fig. 1.3 The geodesic flow follows the circle determined by the arrow which intersects R∪
{∞} = ∂H normally, and is moved back to F via a Möbius transformation in SL2(Z) once
the orbit leaves F .

• Divergent trajectories, for example the orbit SL2(Z)A which corresponds
to the vertical geodesic through (i, i) in SL2(Z)\T1H.

• Compact trajectories, for example SL2(Z)ggoldenA is compact, where the
matrix ggolden ∈ K has the property† that

g−1
golden

(
1 1
1 2

)
ggolden =

(
3+
√

5
2

3−
√

5
2

)
∈ A.

Now notice that

SL2(Z)ggolden

(
3+
√

5
2

3−
√

5
2

)
= SL2(Z)

(
1 1
1 2

)
ggolden = SL2(Z)ggolden

This identity shows that the orbit SL2(Z)ggoldenA is compact (see also

Figure 1.4 in which λ = 1+
√

5
2 ).

• The set of dense trajectories, which includes (but is much larger than) the
set of equidistributed trajectories of typical points in SL2(Z)\SL2(R).

• Orbits that are neither dense nor closed.

Finally we would like to point out — in a sense to be made precise in
Sections 3.1 and 3.5 — that there is a correspondence between rational (or
arithmetic) objects and closed A-orbits as in the first two types of A-orbit
considered above (see Exercise 1.2.3 and 1.2.4).

† The eigenvalues of

(
1 1

1 2

)
are 3±

√
5

2
, and there is such a matrix ggolden ∈ K be-

cause

(
1 1
1 2

)
is symmetric.
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A DCB

Fig. 1.4 The union of the two geodesics considered in 2 with both directions allowed is a

periodic A-orbit, and comprises the orbit SL2(Z)ggoldenA.

1.2.3 The Horocycle Flow — the Subgroup U− = N

We recall that the (stable) horocycle flow on 2 is defined by the action

hs : x 7−→ x

(
1 −s

1

)
= u(s).x

for s ∈ R. Here the matrices (
1 s

1

)
= u(s)

are unipotent (that is, only have 1 as an eigenvalue) and the corresponding
subgroup

U− =

{(
1 s

1

)
| s ∈ R

}
is precisely the stable horospherical subgroup of the geodesic flow, in the
sense that

U− =

{
g ∈ SL2(R) |

(
e−t/2

et/2

)
g

(
et/2

e−t/2

)
→ I2 as t→∞

}
.

This implies that
d (gt(x), gt(u(s).x))→ 0

as t→∞ for any x ∈ 2 and s ∈ R, see Exercise 1.1.1.
Geometrically, the horocycle orbits U−.x = xU− can be described as

circles touching the real axis with the arrows (that is, the tangent space
component) normal to the circle pointing inwards or as horizontal lines with
the arrows pointing upwards, as in Figure 1.5.

We recall that U− also acts ergodically on 2 with respect to the Haar
measure m2 (see [?, Sec. 11.3] and Chapter 2). However, unlike the case
of A-orbits, the classification of U−-orbits on 2 is shorter (we will discuss

Page: 26 job: VolumeIII macro: svmono.cls date/time: 15-Dec-2016/17:58



1.2 A Brief Review of SL2(Z)\SL2(R) 27

Fig. 1.5 The picture shows the two types of horocycle orbits; the orbits in 2 can again

be understood by using the appropriate Möbius transformation whenever the orbit leaves
the fundamental domain.

this phenomenon again, and in particular we will prove the facts below in
Chapter 5 and more general results in Chapter 6). The possibilities are as
follows:

• Compact trajectories, for example SL2(Z)U− is compact and corresponds
to the horizontal orbit through (i, i) ∈ T1H.

• Dense trajectories, which are automatically also equidistributed with re-
spect to m2.

This gives the complete list of types of U−-orbits, and once more gives sub-
stance to the claim that there is a correspondence between rational objects
and closed orbits (see Exercise 1.2.5).

1.2.4 The Subgroups K and B

For SL2(R) there are two more connected subgroups of importance (and up
to conjugation this completes the list of connected subgroups), namely

• K = SO(2) ⊆ SL2(R), and

• B = U−A =

{(
a s
a−1

)
| a > 0, s ∈ R

}
However, we note that for these two there is no correspondence between closed
orbits and rational objects: for example, every K-orbit is compact since K
itself is compact. On the other hand, every B-orbit is dense, independently
of any rationality questions. In fact the latter follows from the properties of
the horocycle flow. If xU− is not periodic, then it is dense by the mentioned
classification of U−-orbits in Section 1.2.3. If xU− is periodic, then one can
choose a ∈ A so that xaU− is a much longer periodic orbit. However, long
periodic U−-orbits equidistribute in 2 (see Sarnak [?] and Section 5.3.1).
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28 1 Lattices and the Space of Lattices

This shows that the phenomenon of a correspondence between closed orbits
and rational objects is more subtle. It can only hold in certain situations,
which we will discuss in Chapter 3, Chapter 4, and Chapter 7.

Exercises for Section 1.2

Exercise 1.2.1. Let E be as in Figure 1.2.

(1) Use

(
1 1

0 1

)
and

(
0 −1

1 0

)
to show that SL2(Z).E is ‘uniformly open’, meaning that there

exists some δ > 0 such that z ∈ SL2(Z).E implies that

Bδ(z) ⊆ SL2(Z).E.
Conclude that SL2(Z).E = H.

(2) Suppose that both z and γ.z lie in E for some γ ∈ SL2(Z). Show that either γ = ±I
or z ∈ ∂E.

(3) Conclude that E can be modified (by defining which parts of the boundary of E should

be included) to become a fundamental domain.

Exercise 1.2.2. Show that SL2(R) is generated by the unipotent subgroups(
1 ∗

1

)
and

(
1

∗ 1

)
.

Exercise 1.2.3. Show that SL2(Z)gA is a divergent trajectory (that is, the map A 3 a 7→
SL2(Z)ga is a proper map) if and only if ga ∈ SL2(Q) for some a ∈ A.

Exercise 1.2.4. Show that to any compact A-orbit in SL2(Z)\ SL2(R) one can attach a

real quadratic number field K such that the length of the orbit is log |ξ|, where ξ in O∗K is
a unit in the order OK of K. Prove that there are only countably many such orbits.

Exercise 1.2.5. Show that SL2(Z)gU− is compact if and only if g(∞) lies in Q ∪
{∞}. Show that if SL2(Z)gU− is compact, then any other compact orbit is of the
form SL2(Z)gaU− for some a ∈ A.

Exercise 1.2.6. Show that SL2(Z)\SL2(R) ∼= {Z2g | g ∈ SL2(R)} can be identified with
lattices Z2g ⊆ R2 of co-volume det g = 1. Use the isomorphism with SL2(Z)\T1H discussed

in this section to characterize compact subsets K of SL2(Z)\SL2(R) in terms of elements

of the lattices Z2g for SL2(Z)g ∈ K. More precisely, calculate the relationship between the
shortest vector ng ∈ Z2g and the imaginary part of gi ∈ H under the assumption that the

representative g ∈ SL2(R) has been chosen with gi ∈ E.

1.3 The Space d of Lattices in Rd

In this section we will introduce the most important locally homogeneous
space for ergodic theory and its connections to number theory, namely

d = SLd(Z)\SLd(R),
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1.3 The Space d of Lattices in Rd 29

which gives rise to other arithmetical quotients by looking at orbits of sub-
groups of SLd(R) on d. Such orbits will be discussed starting in Chapter 3.

1.3.1 Basic Definitions

A lattice in Rd in the sense of Definition 1.7 has the form Λ = Zdg for
some g ∈ GLd(R) (see Exercise 1.3.1). A fundamental domain for Λ is given
by the parallelepiped [0, 1)dg which is spanned by the row vectors of g, and
has Lebesgue measure |det g|. This measure is also called the covolume (Λ)
of Λ. A lattice Λ ⊆ Rd is called unimodular if the co-volume is 1. The space
of all unimodular lattices in Rd — the moduli space of lattices — is therefore

d = {Zdg | g ∈ SLd(R)},

which is the orbit of Zd under the right action of SLd(R) on the subsets of Rd:
for B ⊆ Rd and g ∈ SLd(R) the right action sends (g,B) to Bg = {vg : v ∈
B}. Notice that

StabSLd(R)(Zd) = SLd(Z),

so that†

d = SLd(Z)\SLd(R)

where SLd(Z)g corresponds to the lattice Zdg. To understand d better, we
need to develop a better understanding of lattices in Rd.

1.3.2 Geometry of Numbers

The next result will be almost immediate from the abstract results in Sec-
tion 1.3.1. It is a weak form of a classical result due to Minkowski in 1896
(see [?] for a modern reprinting).

Theorem 1.14 (Minkowski’s first theorem). If Λ ⊆ Rd is a lattice of
co-volume V , then there exists a non-zero vector in Λ of length � d

√
V , with

the implicit constant depending only on d.

Recall that f � g if there is a constant C > 0 with f 6 Cg, and f � g
if f � g and g � f ; where the constant depends on other parameters these
will appear as subscripts as, for example in the obvious bound

|Λ ∩BRd
1 (0)| �Λ 1.

† We will think of this isomorphism in the following indeed always as an equality. In

particular, the topology, the action of G = SLd(R), and the Haar measure on d are as

discussed in Section 1.1.
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30 1 Lattices and the Space of Lattices

Since we will not be varying d throughout any of our discussions, we will
not indicate dependencies on d in this way. We use this notation here as the
particular value of the constants appearing in Theorems 1.14 and 1.15 will
not be important for our purposes.

Proof of Theorem 1.14. Choose rd > 0 so that BRd
rd

(0) has Lebesgue mea-

sure 2 (any measure exceeding 1 will do). Then d
√
V BRd

rd
(0) has measure 2V ,

and so cannot be an injective domain in the sense of Definition 1.2. It follows

that there must exist x1 6= x2 in d
√
V BRd

rd
(0) with x1 − x2 = λ ∈ Λr{0} of

length ‖λ‖ 6 2rd
d
√
V . �

Barak says: we con-
fuse the history here
as Minkowski’s min-
ima are different —
check Cassel’s book
and the bible on ge-
ometry of numbers
by Gruber-Lek***
(difficult name)

Theorem 1.15 (Minkowski’s successive minima). Let Λ ⊆ Rd be a lat-
tice. We define the successive minima λ1(Λ), . . . , λd(Λ) of Λ by

λk(Λ) = min{r | Λ contains k linearly independent vectors of norm 6 r}.

Then
λ1(Λ) · · ·λd(Λ) � (Λ).

Moreover, if†

αk(Λ) = min{(Λ ∩ V ) | V ⊆ Rd is a subspace of rank k},

then
αk(Λ) � λ1(Λ) · · ·λk(Λ)

for 1 6 k 6 d.

For a subspace V ⊆ Rd there are two possibilities: either V ∩ Λ spans V
or it does not. In the first case Λ ∩ V is a lattice in V , we say that V is Λ-
rational, and the co-volume‡ (Λ ∩ V ) of Λ ∩ V in V is finite. In the second
case, we write (Λ ∩ V ) =∞.

The proof of Theorem 1.15 is geometric, and relies on starting with a
shortest vector (of size λ1(Λ)) and then extending it with other vectors,
chosen to be almost orthogonal to obtain a basis of Rd.
Proof of Theorem 1.15. We use induction on the dimension d. For d = 1
(and so also k = 1), it is clear that

λ1(Λ) = α1(Λ) = (Λ).

Assume therefore that the theorem holds for d − 1, and let Λ ⊆ Rd be a
lattice. It is clear by construction that

† See Exercise 1.3.2
‡ Strictly speaking we have to mention how we are normalizing the Haar measures of the

different subspaces V ⊆ Rd. However, we do this as one would expect: The Euclidean

norm on Rd induces a Euclidean norm on V by restriction which in turn induces the Haar
measure on V such that a unit cube in V has volume one.
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1.3 The Space d of Lattices in Rd 31

λ1(Λ) 6 λ2(Λ) 6 · · · 6 λd(Λ).

Pick a vector v1 ∈ Λ of length λ1(Λ), and define W = (Rv1)⊥ ⊆ Rd. Also
let π : Rd → W be the orthogonal projection along Rv1 onto W . We claim
that ΛW = π(Λ) ⊆W is a discrete subgroup in W such that all of its nonzero
vectors have length � λ1(Λ).

To see the claim, assume for the purpose of a contradiction that

w = π(v) ∈ ΛWr{0}

has length less than
√

3
2 ‖v1‖. Here v = w + tv1 ∈ Λ for some t ∈ R, and we

may assume (by replacing v ∈ Λ with v + nv1 ∈ Λ for a suitable n ∈ Z)
that t ∈ [− 1

2 ,
1
2 ). However, since v1 and w are orthogonal by construction,

this implies that

‖v‖2 = ‖w‖2 + t2‖v1‖2 < 3
4‖v1‖2 + 1

4‖v1‖2 = ‖v1‖2,

which contradicts the choice of v1 as a non-zero vector in Λ of smallest length.
Next we claim that ΛW is a lattice and that

λk(ΛW ) � λk+1(Λ) (1.7)

for k = 1, . . . , d− 1. To see this, consider a fundamental domain FW for ΛW
inside W . Then F = [0, 1)v1 + FW is a fundamental domain for Λ, and we
get

(Λ) = λ1(Λ)(ΛW ). (1.8)

This shows that ΛW is a lattice in W . Now assume that v1, v2, . . . , vk+1 ∈ Λ
are linearly independent and of length no more than λk+1(Λ), so that

π(v2), . . . , π(vk+1) ∈ ΛW

are linearly independent and also have length no more than λk+1(Λ). Hence

λk(ΛW ) 6 λk+1(Λ)

for any k = 1, . . . , d− 1. On the other hand, assume that

w1 = π(v2), . . . , wk = π(vk+1) ∈ ΛW

are linearly independent of length no more than λk(ΛW ). As above, we may
assume vj+1 = wj + tjv1 ∈ Λ with tj ∈ [− 1

2 ,
1
2 ), and so

‖vj+1‖ � λk(ΛW ) + λ1(Λ)� λk(ΛW ),

since λ1(Λ)� λ1(ΛW ) 6 λk(ΛW ).
By the inductive assumption and the statement above, we get that
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32 1 Lattices and the Space of Lattices

(ΛW ) � λ1(ΛW ) · · ·λd−1(ΛW ) � λ2(Λ) · · ·λd(Λ).

Together with (1.8) this gives (Λ) � λ1(Λ) · · ·λd(Λ) as claimed in the theo-
rem.

To see the last statement in the theorem, we proceed similarly. If vj ∈ Λ
has norm λj(Λ) for j = 1, . . . , k, v1, . . . , vk are linearly independent (over R),
and V = Rv1 + · · ·+ Rvk then†

(Λ ∩ V ) 6 (Zv1 + · · ·+ Zvk) 6 ‖v1‖ · · · ‖vk‖ = λ1(Λ) · · ·λk(Λ),

and so αk(Λ) 6 λ1(Λ) · · ·λk(Λ). On the other hand, if V ⊆ Rn has dimen-
sion k and is Λ-rational, then we may apply the above to the lattice Λ ∩ V
in V to get

(Λ ∩ V ) � λ1(Λ ∩ V ) · · ·λk(Λ ∩ V ) > λ1(Λ) · · ·λk(Λ),

which shows that αk(Λ)� λ1(Λ) · · ·λk(Λ) and proves the theorem. �

Using the same inductive argument (by projection to the orthogonal com-
plement of the shortest vector) we also get the following.

Corollary 1.16 (Basis of a lattice). Let Λ ⊆ Rd be a lattice. Then there
is a Z-basis v1, . . . , vd ∈ Λ of Λ such that

‖v1‖ = λ1(Λ), ‖v2‖ � λ2(Λ), . . . , ‖vd‖ � λd(Λ).

Moreover, the projection πk(vk) of vk onto the orthogonal complement of

Rv1 + · · ·+ Rvk−1

has
‖πk(vk)‖ � λk(Λ) � ‖vk‖

for k = 2, . . . , d

Corollary 1.16 may seem obvious, but our intuition about lattices does
not extend to higher dimensions without some additional complexities. In
particular, it is not true that there always exists a Z-basis v1, . . . , vd for a
lattice with

‖v1‖ = λ1(Λ), ‖v2‖ = λ2(Λ), . . . , ‖vd‖ = λd(Λ),

see Exercise 1.3.3 for a simple counterexample.

† The first inequality holds as Λ ∩ V may have more lattice elements than

Zv1 + · · ·+ Zvk ⊆ Λ ∩ V,

and the second follows as the volume of a parallelepiped is less than the product of the

lengths of its sides (or, more formally, from Proposition 1.19).
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1.3 The Space d of Lattices in Rd 33

Proof of Corollary 1.16. Assume the corollary for dimension (d−1), and

define W = (Rv1)
⊥

, π = π1, and ΛW = π(Λ) as in the proof of Theorem 1.15.
Recall that these assumptions lead to (1.7). By assumption, ΛW has a Z-
basis w1 = π(v2), . . . , wd−1 = π(vd) satisfying all the claims. Once more we
may assume that vk = wk−1 + tkv1 ∈ Λ with tk ∈ [− 1

2 ,
1
2 ) so that ‖vk‖ �

λk(Λ) as in the proof of Theorem 1.15. It follows that v1, . . . , vd ∈ Λ is a Z-
basis of Λ with ‖v1‖ = λ1(Λ), and ‖vk‖ � λk(Λ) for k = 2, . . . , d.

For the last claim in the corollary, recall that we already showed that

‖v2‖ � ‖w1‖ � λ2(Λ),

which is the claim for k = 2. For k > 2, notice that πkπ = πk is (when re-
stricted to W ) also the orthogonal projection πW,k−1 in W onto the orthog-
onal complement of Rw1 + · · ·+Rwk−2. Therefore, the inductive assumption
applies to give

‖πk(vk)‖ = ‖πW,k−1(wk−1)‖ � λk−1(ΛW ) � λk(Λ) � ‖vk‖,

which proves the corollary. �

1.3.3 Mahler’s Compactness Criterion

The space d = SLd(Z)\ SLd(R) cannot be compact for d > 2, since d is the
space of unimodular lattices, and it is possible to degenerate a sequence of
lattices. For example, the sequence of unimodular lattices (Λn) defined by

Λn = ( 1
nZ)× (nZ)× Zd−2

has no subsequence converging to a unimodular lattice. Indeed, if we were to
assign a limit to this sequence, then we could only have

Λn → R× {0} × Zd−2

as n→∞, so the putative ‘limit’ is not discrete and does not span Rd.
More generally, any sequence (Λn) of unimodular lattices containing vec-

tors with length converging to 0 (that is, with λ1(Λn)→ 0 as n→∞) cannot
converge in d. To see this concretely, suppose that Λn = Zdgn → Zdg. Then
(after replacing gn with γngn for a suitable choice of γn ∈ SLd(Z) if nec-
essary) we can assume that gn → g as n → ∞ in the topology of SLd(R)
(cf. (1.1) on page 8). Thus we can write gn = ghn with hn → Id as n → ∞,
which implies that λ1(Zdgn)→ λ1(Zdg) > 0 (see Exercise 1.3.4).

A reasonable guess is that the argument above is the only way in which
the non-compactness of d comes about (that is, a sequence (Λn) of lattices
with no convergent subsequence has λ1(Λn)→ 0 as n→∞; equivalently any
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34 1 Lattices and the Space of Lattices

closed subset of d on which λ1 has a positive lower bound — a ‘uniformly
discrete’ set of lattices — is pre-compact).

Theorem 1.17 (Mahler’s compactness criterion). A subset B ⊆ d has
compact closure if and only if there exists some δ > 0 for which

Λ ∈ B =⇒ λ1(Λ) > δ. (1.9)

That is, B is compact if and only if it is closed and uniformly discrete.

Because of this result, it will be convenient to define the subset

d(δ) = {Λ ∈ d | λ1(Λ) > δ}

for any δ > 0. The condition in (1.9) will also be described by saying that
elements of B do not contain any non-trivial δ-short vectors. An equivalent
formulation of Theorem 1.17 is to say that a set B ⊆ d of unimodular lattices
is compact if and only if it is closed and the height function defined by

(Λ) =
1

λ1(Λ)

is bounded on B. Even though it is difficult to depict d on paper (for exam-
ple, 3 is topologically an 8-dimensional space), it is conventionally depicted
as in Figure 1.6, in part to express the meaning of Theorem 1.17.

X

Y

Z

Fig. 1.6 A compact subset of d is contained in d(δ) = {Λ ∈ d | λ1(Λ) > δ} for some δ > 0.

The non-compact part dr d(δ), loosely referred to as a cusp, is depicted as a thin set
to indicate the finite total volume. For d > 2 the geometry of the cusp is much more

complicated than the cusp in the d = 2 case.
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1.3 The Space d of Lattices in Rd 35

Proof of Theorem 1.17. We have already mentioned that λ1 is a contin-
uous function on d. Since λ1 only achieves positive values, it follows that a
compact subset of d must lie in d(δ) for some δ > 0. It remains to prove
that d(δ) is itself compact. Let

(
Zdgn

)
in d(δ) be any sequence. Then, by

Corollary 1.16, the lattice Zdgn has a basis v
(n)
1 , . . . , v

(n)
d with

δ 6 λ1(Zdgn) = ‖v(n)
1 ‖ � ‖v

(n)
2 ‖ � · · · � ‖v

(n)
d ‖

and
‖v(n)

1 ‖ · · · ‖v
(n)
d ‖ � 1,

which implies that

‖v(n)
i ‖ � δ−(d−1)

for i = 1, . . . , d. This means that for some γn ∈ SLd(Z), the entries of the
matrix γngn are all � δ−(d−1). Thus there is a convergent subsequence

γnigni → g

as i→∞, so that SLd(Z)gni → SLd(Z)g as required. �

1.3.4 d has Finite Volume

Write π for the canonical quotient map π : SLd(R)→ d.

Theorem 1.18 (d has finite volume). SLd(Z) is a lattice in SLd(R).

We will prove the theorem by showing that Corollary 1.16 gives a surjective
set of finite Haar measure — that is, a measurable set F ⊆ SLd(R) (called a
Siegel domain) with π(F ) = d and

mSLd(R)(F ) <∞.

The fact that mSLd(R)(F ) is finite is essentially a calculation, but is consid-

erably helped by the Iwasawa decomposition†.

Proposition 1.19 (Iwasawa decomposition). Let K = SO(d) and‡

B = UA =



a1

∗ a2

...
...

. . .

∗ ∗ · · · ad

 | a1, . . . , ad > 0, a1 · · · ad = 1

 ,

† This is also referred to as the NAK decomposition.
‡ We sometimes indicate by ∗ any entry of a matrix which is only restricted to be a real

number, and do not write entries that are zero.
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36 1 Lattices and the Space of Lattices

where

U = N =




1
u21 1

...
...

. . .

ud1 ud2 · · · 1




and

A =


a1

. . .

ad

 | a1, . . . , ad > 0, a1 · · · ad = 1

 .

Then SLd(R) = BK = UAK in the sense that for every g ∈ SLd(R) there
are unique matrices u ∈ U , a ∈ A, k ∈ K with g = uak.

Proof. This is the Gram–Schmidt procedure(3) in disguise. Let

g =

w1

...
wd

 ,

where w1, . . . , wd ∈ Rd are the row vectors of g. We apply the Gram–Schmidt
procedure to define

w′1 =
1

a1
w1

with a1 = ‖w1‖ > 0,

w
(1)
2 = u21w1 + w2

with u21 ∈ R such that w
(1)
2 ⊥ w1, and

w′2 =
1

a2
w

(1)
2

with a2 = ‖w(1)
2 ‖ > 0 (by linear independence of w1 and w2). We continue

this until
w

(1)
d = ud1w1 + ud2w2 + · · ·+ wd

with ud1, ud2, . . . , ud(d−1) ∈ R such that

w
(1)
d ⊥ w1, . . . , wd−1

(or, equivalently, w
(1)
d ⊥ w′1, . . . , w′d−1) and

w′d =
1

ad
w

(1)
d
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1.3 The Space d of Lattices in Rd 37

with ad = ‖w(1)
d ‖ > 0 (again by linear independence). This has the following

effect. If

u =


1
u21 1

...
...

. . .

ud1 ud2 · · · 1


and

a =

a1

. . .

ad


then

ug =


w1

w
(1)
2
...

w
(1)
d

 , a−1ug =

w
′
1
...
w′d

 = k.

By construction k has orthogonal rows, so that det(k) = ±1. However,

det(g) = 1 = det(u)

and det(a) > 0 which gives det(a) = 1 = det(k). This shows the existence of
the claimed u ∈ U, a ∈ A, and k ∈ K with g = u−1ak.

To see that this decomposition is unique, notice that B is a subgroup
with B ∩K = {Id} so that b1k1 = b2k2 implies b−1

2 b1 = k2k
−1
1 = Id. Simi-

larly, A ∩ U = {Id}, and the proposition follows. �

Our geometric arguments in Corollary 1.16 are closely related to the
Gram–Schmidt procedure used in Proposition 1.19. Combining these gives
the next result.

Definition 1.20 (Siegel domain for d). A set of the form

Σs,t = UsAtK

where s > 0, t > 0,

Us =




1
u21 1

...
...

. . .

ud1 ud2 · · · 1

 | |uij | 6 s
 ,

and

At =


a1

. . .

ad

 | ai+1

ai
> t for i = 1, . . . , d− 1

 ,
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38 1 Lattices and the Space of Lattices

is called a Siegel domain.

We note that Us is a compact subset of the lower unipotent subgroup
but At is a non-compact subset of the diagonal subgroup.

Corollary 1.21 (Surjectivity of Siegel domains). There exists some t0
†

such that for t 6 t0 and s > 1
2 the Siegel domain Σs,t is surjective (that

is, π(Σs,t) = d).

Proof. Let Λ ∈ d be a unimodular lattice, and let w1, . . . , wd be the Z-
basis as in Corollary 1.16. Replacing wd by −wd if necessary, we may assume
that det(g) = 1, where

g =

w1

...
wd

 .

Now apply the Gram–Schmidt procedure as in the proof of Proposition 1.19
to g. By Corollary 1.16 we get

a1 = ‖w1‖ = λ1(Λ)

a2 = ‖w(1)
2 ‖ � λ2(Λ)

...

ad = ‖w(1)
d ‖ � λd(Λ)

which satisfy
ai+1

ai
� λi+1(Λ)

λi(Λ)
> 1

for i = 1, . . . , d− 1. Choosing t0 and t 6 t0 accordingly gives

a =

a1

. . .

ad

 ∈ At.
Therefore Λ = Zdg and g = uak with u ∈ U and k ∈ K. Notice that by
replacing g by uZg with uZ ∈ U(Z) = U ∩ Matd(Z) we can easily ensure
that u(i+1)i ∈ [− 1

2 ,
1
2 ). Having achieved this we may use another uZ ∈ U(Z)

with (uZ)(i+1)i = 0 for i = 1, . . . , d− 1, which makes it easy to calculate the
next off-diagonal of uZu as follows:

(uZu)(i+2)i = (uZ)(i+2)i + (uZ)(i+2)(i+1)u(i+1)i + u(i+2)i

= (uZ)(i+2)i + 0 + u(i+2)i

† A more careful analysis of the proof shows that t0 =
√
3

2
suffices in any dimension; see

also Exercise 1.3.8 which can also be used to prove this claim.
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1.3 The Space d of Lattices in Rd 39

for any i = 1, . . . , d− 2. Therefore, we can modify u by some uZ as above to
ensure that u(i+2)i lies in [− 1

2 ,
1
2 ) for i = 1, . . . , d−2. Proceeding by induction

gives
Λ = Zdg = Zduak

for some u ∈ U1/2, a ∈ At, and k ∈ K. �

It remains to show that the Haar measure of the Siegel domains is finite.
For this the Iwasawa decomposition also helps us to understand the Haar
measure mSLd(R) as a result of the following general fact about locally com-
pact groups.

Lemma 1.22 (Decomposition of Haar measure). Let G be a unimod-
ular, metric, σ-compact, locally compact group. Let S, T ⊆ G be closed sub-
groups with S∩T = {I} and with the property that mG(ST ) > 0 (for example,
because ST contains an open neighborhood of I). Then

mG|ST ∝ φ∗
(
mS ×m(r)

T

)
,

where φ : S × T → G is the product map φ : (s, t) 7→ st.

We refer to [?, Lemma 11.31] and Knapp [?] for the proof. The above
lemma is useful for us because of the following.

Lemma 1.23. SLd(R) is unimodular.

As an alternative to Exercise 1.1.6 (which is quite special but gives the
above lemma) we start with a general lemma about the structure of SLd(K)
over any field K, generalizing Exercise 1.2.2.

Lemma 1.24 (Unipotent Generation). Over any field K, the group SLd(K)
is generated by the elementary unipotent subgroups

Uij(K) = {uij(t) = I + tEij | t ∈ K}

with i 6= j and Eij being the elementary matrix with (i, j)th entry 1 and all
other entries 0.

For K = R (and for K = C), this implies that SLd(R) (and SLd(C)) are
connected as topological spaces, because each subgroup Uij(R) and Uij(C)
is connected. In particular, this shows that SLd(R) carries a left-invariant
Riemannian metric, and by restriction of this metric to any closed subgroup
of SLd(R) (which may be connected or not) one has a left-invariant metric
on the subgroup (which induces the locally compact, σ-compact, induced
topology).

Outline proof of Lemma 1.24. Notice that the row (and column) opera-
tion of adding t times the jth row to the ith row (or t times the ith column to
the jth column) corresponds to multiplication by the elements uij(t) ∈ Uij(K)
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40 1 Lattices and the Space of Lattices

on the left (resp. right) of a given matrix g ∈ SLd(K). This restricted Gaus-
sian elimination can be used to reduce the matrix g to the identity. To do
this we may first ensure that g12 6= 0 with a suitable row operation, then use
another row operation to ensure that g11 = 1. Then suitable row and column
operations can be used to obtain g1i = 0 = gi1 for i > 1, and we may then
continue by induction. At the last step the fact that det(g) = 1 is needed to
ensure that the diagonal matrix produced is in fact the identity. This can be
used to express g as a finite product of elementary unipotent matrices. �

Proof of Lemma 1.23. Recall the unipotent subgroups

Uij = {uij(t) = I + tEij | t ∈ R}

for i 6= j from Lemma 1.24. Let a ∈ A be any diagonal matrix, and notice
that auij(t)a

−1 = uij(
ai
aj
t) for t ∈ R. Therefore, the commutator satisfies

[a, uij(t)] = a−1uij(−t)auij(t) = uij((1− aj
ai

)t).

Choosing a ∈ A correctly, it follows that the commutator group

[SLd(R),SLd(R)]

contains Uij for all i 6= j. By Lemma 1.24 it follows that

[SLd(R),SLd(R)] = SLd(R).

Since the modular character mod : SLd(R)→ R>0 is a homomorphism to an
abelian group it follows that mod(SLd(R)) = {1}, proving the lemma. �

To complete the proof of Theorem 1.18, it remains to show the following
lemma.

Lemma 1.25. For any s > 0 and t > 0, we have mSLd(R) (Σs,t) <∞.

Proof. Using Lemma 1.22 forG = SLd(R), S = B, and T = K we see thatK
can be ignored and we have to calculate mB(UsAt) (where as usual mB de-
notes the left Haar measure on B). Note that B = UA is not unimodular
so that we cannot apply Lemma 1.22 again (indeed, applying it erroneously
would not give the desired result). On the other hand, U and A are unimod-
ular (see Exercise 1.3.6). Furthermore, the left Haar measure on B is given
by a density function ρ(a) with respect to mU ×mA (using the coordinate
system arising from B = UA). In fact

dmB ∝ ρ(a) dmU × dmA, (1.10)

where
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1.3 The Space d of Lattices in Rd 41

ρ


a1

. . .

ad


 =

∏
i>j

(
aj
ai

)
.

Using the fact that the Haar measure on U is simply the Lebesgue measure
(in the coordinate system implied by the way we write down these matrices)
and that A normalizes U , the relation in (1.10) can be checked directly (see
Exercise 1.3.7).

Using this, we get

mB(UsAt)� mU (Us)︸ ︷︷ ︸
<∞

∫
At

ρ(a) dmA(a),

and so the problem is reduced to the integral over At.
Using the relations

aj
ai

=
aj
aj+1

· · · ai−1

ai
=

i−1∏
k=j

ak
ak+1

for i > j, we also obtain the formula

ρ


a1

. . .

ad


 =

d−1∏
k=1

(
ak
ak+1

)rk
=

d−1∏
k=1

(
ak+1

ak

)−rk

for some integers rk > 0 (here rk = (d − k)k equals the number of tuples of
indices (i, j) with j 6 k < i, but the exact form of rk does not matter).

Next notice that

A 3 a =

a1

. . .

ad

 7−→ (y1, . . . , yd−1) =
(

log a2
a1
, . . . , log ad

ad−1

)
∈ Rd−1

is an isomorphism of topological groups which maps At to [log t,∞)d−1, so
that† ∫

At

ρ(a) dmA(a) ∝
d−1∏
k=1

∫ ∞
log t

e−rkyk dyk <∞

as claimed. �

The proof presented above is usually referred to as the reduction theory
of SLd, and this generalizes to other algebraic groups by a theorem of Borel

† The symbol ∝ denotes proportionality, and here the constant of proportionality depends
on the choices of the Haar measures on A and on Rd−1.
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42 1 Lattices and the Space of Lattices

and Harish–Chandra [?] (see Siegel [?]). In Chapter 4 we will give a second
proof which will also lead to the general result for other groups in Chapter 7.

Exercises for Section 1.3

Exercise 1.3.1. Check that any lattice in Rd (in the sense of Definition 1.7) is indeed of
the form Zdg for some g ∈ GLd(R).

Exercise 1.3.2. Show that the minimum in the definition of αk(Λ) in Theorem 1.15 is

indeed achieved.

Exercise 1.3.3. Let d > 5. Let Λ = Zd−1×{0}+Zv where v = ( 1
2
, . . . , 1

2
). Show that λ1 =

· · · = λd = 1, (Λ) = 1
2

, and that there does not exist a basis of Λ consisting of vectors of

length 1.

Exercise 1.3.4. (1) Show that λ1(Zdgh) 6 λ1(Zdg)‖h‖ for g, h ∈ GLd(R), where ‖ · ‖
denotes the operator norm.

(2) Conclude that λ1 : d→ (0,∞) is continuous.

(3) Generalize (2) to λk for 1 6 k < d.

Exercise 1.3.5. Can Mahler’s compactness criterion also be phrased in terms of λd, or in

terms of λj for 2 6 j < d?

Exercise 1.3.6. Prove that U and A are unimodular (and describe their Haar measures).

Exercise 1.3.7. Let B = UA, mB , mU , mA, and ρ be as in the proof of Lemma 1.25.
Let f > 0 be any measurable function on B, and fix some b ∈ B. Using Fubini’s theorem

and substitution prove that∫
B

f(bua)ρ(a) dmU (u) dmA(a) =

∫
B

f(ua)ρ(a) dmU (u) dmA(a),

first for b = u0 ∈ U and then for b =

b1 . . .

bd

 ∈ A. Deduce that (1.10) holds.

Exercise 1.3.8. In this exercise a different proof of Corollary 1.21 will be given (which

will not use Minkowski’s theorem on successive minimas)(4). For this let v1, . . . , vd be an
ordered basis of a unimodular lattice Λ < Rd. For every i = 1, . . . , d define v∗i to be the

projection of vi onto the orthogonal complement of the linear span of v1, . . . , vi−1. Recall

that ‖v∗i ‖ is the ith diagonal entry of the A-component of the NAK-decomposition of the
matrix g whose rows consist of v1, . . . , vd. We may assume that det g = 1.

The basis is called semi-reduced if all linear coefficients of vi − v∗i , when expressed as
a linear combination of v1, . . . , vi−1, are in [− 1

2
, 1
2

) (that is, the N -part of g in the NAK-

decomposition belongs to U 1
2

).

The basis is called t-reduced (for some fixed t > 0) if it is semi-reduced and if
‖v∗i+1‖
‖v∗i ‖

> t

for i = 1, . . . , d− 1 (that is, the A-part of g in the NAK-decomposition belongs to At).

Prove that the following algorithm terminates for every fixed t <
√
3

2
with a t-reduced

ordered basis of Λ.
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(1) Check if the ordered basis is semi-reduced. If not perform a simple change of basis

(using only a change of basis in N ∩ SLd(Z)) and produce a new ordered basis which is
semi-reduced.

(2) Check if the basis is t-reduced. If so, the algorithm terminates.

(3) So assume that the ordered basis is not t-reduced but is semi-reduced. Then there exists

a smallest i for which
‖v∗i+1‖
‖v∗i ‖

> t. Now replace the basis with the new basis where the

order of vi and vi+1 is reversed (but all other basis elements retain their place), and

start the algorithm from the beginning.

For the proof you may find useful the function θ of the ordered basis defined by

θ(v1, . . . , vd) =

d∏
i=1

(Zv1 + · · ·Zvi).

Exercise 1.3.9. For any f ∈ Cc(Rd) we define the Siegel transform at x ∈ d by

Sf (x) =
∑

v∈Λxr{0}
f(v),

where Λx = Zdg denotes the lattice corresponding to x = SLd(R)g. In this exercise we

wish to show that there exists some c > 0 (depending on the choice of Haar measures)

such that
∫
d
Sf dmd = c

∫
Rd f(t) dt for all f ∈ Cc(Rd).

(1) Show that
∫
d
Sf dmd <∞.

(2) Show that the positive measure µ on Rd defined by Riesz representation and the func-

tional f 7→
∫
d
Sf dmd satisfies µ({0}) = 0.

(3) Show that µ is SLd(R)-invariant and conclude the claim.

Notes to Chapter 1

(1)(Page 19) In fact any perfect Polish space allows an embedding of the middle-third

Cantor set into it, so in particular such a space has the cardinality of the continuum. We
refer to Kechris [?, Sec. 6.A].
(2)(Page 22) This is a simple instance of the more general Iwasawa decomposition of a

connected real semi-simple Lie group [?] (see also [?]).
(3)(Page 36) This method was presented by E. Schmidt [?, Sec. 3, p. 442], and he pointed

out that essentially the same method was used earlier by Gram [?]; the modern view is

that the methods differ, and that the Gram form was used earlier by Laplace [?, p. 497ff.]
in a different setting.
(4)(Page 42) This is based on the so-called LLL algorithm of A. K. Lenstra, H. W. Lenstra,

Jr., and Lovász [?].
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Chapter 2

Ergodicity and Mixing on Locally
Homogeneous Spaces

Throughout, we will assume that an acting group G is σ-compact, locally
compact, and metrizable. Moreover, we will assume that X, the space G acts
on, is a σ-compact locally compact metric space, and that the action is jointly
continuous (see [?, Def. 8.1]). Such an action is said to be

• measure-preserving with respect to a probability measure µ on X if

µ(g−1.B) = µ(B)

for any g ∈ G and measurable set B ⊆ X, in which case we say that µ is
invariant;

• ergodic with respect to a probability measure µ if any measurable B ⊆ X
with the property µ(g−1.B4B) = 0 for all g ∈ G has µ(B) ∈ {0, 1}; and

• mixing with respect to a probability measure µ if

µ(g−1.A ∩B) −→ µ(A)µ(B)

as g →∞ in G for any measurable sets A,B ⊆ X.

Here the notation g →∞ is shorthand for elements g of G running through
a sequence (gn)n>1 with the property that for any compact set K ⊆ G there
is an N = N(K) such that n > N(K) implies gn /∈ K. Notice that the
property of mixing (of non-compact groups) is much stronger than ergodicity
in the following sense. Mixing for the action implies that each element g ∈ G
with gn →∞ as n→∞ is itself a mixing (and ergodic) transformation in the
usual sense (where the acting group is a copy of Z), while ergodicity a priori
does not tell us anything at all about properties of the action of individual
elements of G (see Exercise 2.2.1).

We will now recall also that ergodicity and mixing are spectral properties
in the sense that they can be phrased in terms of the associated unitary repre-
sentation or unitary action π of G defined by π(g)f = f ◦g−1 for f ∈ L2(X,µ)
and g ∈ G. We note that this unitary representation has the following natural
continuity property (which we will assume for all unitary representations dis-

45



46 2 Ergodicity and Mixing on Locally Homogeneous Spaces

cussed): given a function f ∈ L2(X,µ) the map g ∈ G 7→ π(g)f ∈ L2(X,µ) is
continuous (with respect to the given topology on G and the norm topology
on L2(X,µ)), see [?, Def. 11.16 and Lemma 11.17].

Assuming the action is measure-preserving, then:

• the G-action is ergodic if and only if the constant function 1 is the only
eigenfunction for the representation (up to multiplication by scalars);

• the G-action is mixing if and only if

〈π(g)f1, f2〉 −→
∫
f1 dµ

∫
f2 dµ = 〈f1,1〉 〈1, f2〉

as g →∞ for any f1, f2 ∈ L2(X,µ).

As a motivation for the study of ergodicity in this chapter we recall the
pointwise ergodic theorem. The pointwise ergodic theorem holds quite gen-
erally for actions of amenable groups(5), but here we wish to only discuss the
case of Rd-flows (measure-preserving actions of Rd).

Theorem 2.1. Let (t, x) 7→ t.x be a jointly continuous action of Rd on a σ-
compact locally compact metric space X preserving a Borel probability mea-
sure µ. Then, for any f ∈ L1

µ(X),

1

mRd(Br)

∫
Br

f(t.x) dt −→ E(f
∣∣E )(x) (2.1)

for µ-almost every x ∈ X, where E = {B ⊆ X | µ(B4g.B) = 0 for all g ∈
G} denotes the σ-algebra of invariant sets under the action, and

Br = {t = (t1, . . . , td) ∈ Rd | 0 6 ti 6 r for i = 1, . . . , d}.

Remark 2.2. (1) This is a special case of [?, Th. 8.19], and the use of d-
dimensional cubes as the averaging sequence is not necessary. As may be
seen from conditions (P), (D), and (F) in [?, Sec. 8.6.2] any reasonable choice
of metric balls containing the origin of Rd will suffice to achieve the almost
everywhere convergence in (2.1).

(2) Notice that ergodicity for the action is equivalent to the invariant σ-
algebra E being equivalent modulo µ-null sets to the trivial algebra {∅, X},
so in this case the ergodic averages in (2.1) converge to

∫
X
f dµ.

(3) A consequence of Theorem 2.1 is that µ-almost every point in X has an or-
bit under the action that is not only dense but is equidistributed with respect
to µ (see [?, Ch. 4.4.2] for the details in the case of a single transformation,
and Section 6.3.1).

(4) The natural G-action on the quotient X = Γ\G by a lattice Γ < G
is ergodic with respect to the measure mX inherited from Haar measure
on G. However, as the group G is uncountable, it is not immediately obvious
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2.1 Real Lie Algebras and Lie Groups 47

that the absence of nontrivial invariant sets (which is obvious for the G-
action on X) implies the triviality of the measure of sets that are invariant
modulo mX (as is required for ergodicity). For the fact that this is indeed
the case we refer to [?, Sec. 8.1].

(5) As mentioned above, mixing is of course a stronger property than er-
godicity in many different ways. More significantly for our purposes, we will
see in Chapter 5 situations in which mixing allows us to prove even stronger
results on the behavior of all orbits rather than just almost all orbits.

2.1 Real Lie Algebras and Lie Groups

†In this section we will set up the language concerning real Lie algebras
and Lie groups that we need. For brevity we assume the basic definitions and
properties of Lie groups are known. For proofs, background, and more details
we refer to Knapp [?]. Not all of the theorems that we mention here will be
used in an essential way, but for the most general theorem in this chapter
we will use both the Levi decomposition and the Jacobson–Morozov theorem
(Theorem 2.14).

2.1.1 Basic Notions

Recall that for any real Lie group G there is an associated real Lie algebra g
that describes G near the identity. There is a smooth map exp : g→ G with
a local inverse log : BGδ (I) → g defined on some neighborhood BGδ (I) of the
identity I ∈ G with δ > 0.

There is a linear representation of G on g, the adjoint representation

Adg : g→ g

for g ∈ G, satisfying

exp(Adg(v)) = g exp(v)g−1

for g ∈ G and v ∈ g. Furthermore, there is a bilinear anti-symmetric Lie
bracket

† This section can be skipped if the reader is familiar with the theory. Also, most of the
section can be skipped if the reader is only interested in some main examples of the theory,

for example, the important cases of the simple Lie group G = SLd(R) or the semi-simple

Lie groups
G = SLd(R)× · · · × SLd(R).

In the latter case, the reader will need to familiarize herself with the notions used in Sec-

tion 2.1.1, the notion of simple Lie ideals and Lie groups, and should also do Exercise 2.1.1.
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48 2 Ergodicity and Mixing on Locally Homogeneous Spaces

[·, ·] : g× g→ g

and a related map adu : g→ g defined by

adu(v) = [u, v]

for u, v ∈ g, which satisfies

Adg([u, v]) = [Adg(u),Adg(v)] (2.2)

and
exp(adu) = Adexp(u) (2.3)

for all u, v ∈ g and all g ∈ G. Here adu : g → g is an element of the algebra
of linear maps (g),

exp : (g) −→ GL(g)

is the exponential map from (g) to the group GL(g) of linear automorphisms
of the vector space g, and Adexp(u) is the adjoint representation defined by
the element exp(u) ∈ G.

Finally, the Lie bracket satisfies the Jacobi identity

[u, [v, w]] + [v, [w, u]] + [w, [u, v]] = 0

for all u, v, w ∈ g. In the special case where G is a closed linear subgroup
of SLd(R) for some d > 2 (which is sufficient for all of our applications) the
claims above are easy to verify, and

g ⊆ sld(R) = {u ∈ Matd(R) | tr(u) = 0},

Adg(u) = gug−1,

and
[u, v] = uv − vu.

2.1.2 An Aside on Complex Lie Algebras

The local relationship between a Lie group and its Lie algebra mentioned in
Section 2.1.1 in fact goes much further. If G is connected and simply con-
nected then its Lie algebra uniquely determines G. That is, any two connected
and simply connected Lie groups with isomorphic Lie algebras are themselves
isomorphic. Even without the assumption that the Lie groups G1, G2 are sim-
ply connected, one obtains a diffeomorphism φ between neighborhoods U1

and U2 of the identities in G1 and G2 if they have the same Lie algebra,
such that products are mapped to products φ(gh) = φ(g)φ(h) as long as all
the terms g, h, gh ∈ U1 stay in the domain of the map φ. In this case we
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2.1 Real Lie Algebras and Lie Groups 49

say that G1 and G2 are locally isomorphic. For this reason, one usually starts
with a classification of Lie algebras, and this classification is easier in the case
of complex Lie algebras, making this the conventional first case to consider.

2.1.3 The Structure of Lie Algebras

A Lie ideal f C g is a subspace of g with [f, g] ⊆ f. Lie ideals of Lie algebras
of real Lie groups correspond to normal subgroups in the following sense.
If F C G is a closed normal subgroup, then its Lie algebra f ⊆ g is a Lie
ideal (see Exercise 2.1.3). On the other hand, if f C g is a Lie ideal, then
there is an immersed normal subgroup F C G with Lie algebra f. Here the
term immersed allows for the possibility that the subgroup F = 〈exp(f)〉
generated by f is not closed in G (this arises, for example, for the abelian Lie
algebras f = Rv and g = R2 for the group G = R2/Z2 for most choices of v).
In the situation where F C G is not closed, we note that F C G would then
correspond to another Lie ideal f C g (which is determined by f and G, but
in general not by f and g alone).

In group theory the notion of the commutator subgroup

[G,G] = 〈[g, h] | g, h ∈ G〉 C G

(where [g, h] = g−1h−1gh) is an important measure of the extent to which G
fails to be abelian. Recall that a group G is said to be nilpotent if the lower
central series (Gi) defined by

G0 = G,

Gi+1 = [G,Gi] = 〈[g, h] | g ∈ G, h ∈ Gi〉 C G

for i > 1 reaches the trivial group Gr = {I} for some r > 1 (which is
called the nilpotency degree). Similarly G is called solvable if the commutator
series (Gi) defined by

G0 = G,

G1 = [G,G] C G,

Gi+1 = [Gi, Gi] C G

for i > 1 reaches the trivial group Gs = {I} for some s > 1. Every nilpotent
group is solvable, while the group

G = B =

{(
a b

1

)
| a > 0, b ∈ R

}
is solvable but not nilpotent.
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50 2 Ergodicity and Mixing on Locally Homogeneous Spaces

These fundamental notions in group theory have been translated into the
theory of Lie algebras in a natural way. A Lie algebra g is nilpotent if the
lower central series

g0 = g B g1 = [g, g0] B · · · B gi+1 = [g, gi] B · · ·

ends with the trivial subalgebra gr = {0} for some r > 1, and g is solvable if
the commutator series

g0 = g B g1 = [g0, g0] B · · · B gi+1 = [gi, gi] B · · ·

ends with the trivial subalgebra gs = {0} for some s > 1.
By Ado’s theorem [?, Th. B.8], every real (or complex) Lie algebra g

can be realized as a linear Lie algebra, meaning that g can be embedded
into gld(R) = Matd(R) (or into gld(C) = Matd(C)) for some d > 1. By Lie’s
theorem [?, Th. 1.25], a complex Lie algebra g is solvable if and only if it can
be embedded into

b(C) =




a11 a12 · · · · · · a1d

a22 a23 · · · a2d

. . .

ad−1,d−1 ad−1,d

add

 816aij ∈ C for i 6 j


.

Since every real Lie algebra g has a complexification gC = g + ig (see below)
it also follows that every real Lie algebra can be embedded into b(C) (but
maybe not into the analogous real Lie algebra b(R).)

By Engel’s theorem [?, Th. 1.35], a real Lie algebra g is nilpotent if and
only if it can be embedded into

n =




0 a12 · · · · · · a1d

0 a23 · · · a2d

. . .

0 ad−1,d

0

 816aij ∈ R for i < j


.

It is interesting to note that the commutator g1 = [g, g] of a solvable Lie
algebra is nilpotent (since [b(C), b(C)] ⊆ n(C))– there is no analog of this
fact for abstract groups.

For a general Lie algebra g, the radical g of g is defined to be the subspace
generated by all solvable Lie ideals f C g, and this is a solvable Lie ideal of g.

A (real or complex) Lie algebra g is said to be semi-simple if g = {0}.
A (real or complex) Lie algebra is called simple if g is non-abelian (that is,
if [g, g] 6= {0}) and g has no Lie ideals other than g and {0}. We note that a
real simple Lie algebra always has a semi-simple complexification
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gC = g + ig,

with the complexified Lie bracket defined by

[u+ iv, w + iz] = [u,w]− [v, z] + i ([v, w] + [u, z]) ,

(but not a simple complexification automatically; see Exercise 2.1.2).
Every (real or complex) semi-simple Lie algebra g is a direct sum of (real

or complex) simple Lie subalgebras, each of which is a Lie ideal in g.
Finally, we note that solvable Lie algebras and semi-simple Lie algebras

complement each other, and any Lie algebra can be described using Lie al-
gebras of these two types in the following sense. The Levi decomposition

g = gs + g

of a (real or complex) Lie algebra consists of a semi-simple Lie subalgebra gs
of g and the radical g C g. In this decomposition g is unique, but in general gs
is not.

2.1.4 Almost Direct Simple Factors

A connected real (or complex) Lie group G is called simple or semi-simple if
its Lie algebra g is simple or semi-simple respectively.

If g is a real (or complex) semi-simple Lie algebra then, as mentioned
above, we have a decomposition

g = g1 ⊕ · · · ⊕ gr

with simple Lie ideals gi C g for i = 1, . . . , r. If G is a real (or complex)
connected simply connected semi-simple Lie group then the stronger property

G ∼= G1 × · · · ×Gr, (2.4)

holds, where each Gi C G is a connected simply connected Lie group with
Lie algebra gi.

The product decomposition in (2.4) does not hold for general semi-simple
Lie groups without the assumption that the group is simply connected. How-
ever, the reason why the product decomposition fails is easy to understand.

Example 2.3. Let

G = SL2(R)× SL2(R)/{(I, I), (−I,−I)}

be the quotient by the normal subgroup N generated by (−I,−I) in

SL2(R)× SL2(R).
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52 2 Ergodicity and Mixing on Locally Homogeneous Spaces

Notice that the Lie algebra of G is isomorphic to sl2(R)× sl2(R) and that G
is not simply connected. Furthermore,

G1 = SL2(R)× {I}N/N

and
G2 = {I} × SL2(R)N/N

are both normal subgroups of G, are both isomorphic to SL2(R), but

G 6∼= G1 ×G2

unlike the simply connected case discussed above. Also note that G1 ∩G2 is
generated by (−I, I)N = (I,−I)N which is contained in the center of G.

Allowing for such phenomena along the center, one does get an almost
direct product decomposition into almost direct factors of a real semi-simple
Lie group as follows. Let G be a real semi-simple Lie group, and suppose that

g = g1 ⊕ · · · ⊕ gr

is the decomposition of its Lie algebra into real simple Lie subalgebras. Then
for each i = 1, . . . , r there is a normal closed connected simple Lie sub-
group Gi, which we will refer to as an almost direct factor, with Lie algebra gi.
These almost direct factors have the following properties.

• Gi commutes with Gj for i 6= j;
• G = G1 · · ·Gr; and
• the kernel of the homomorphism

G1 × · · · ×Gr −→ G1 · · ·Gr = G

(g1, . . . , gr) 7−→ g1 · · · gr

is contained in the center of G1 × · · · ×Gr.
We define G+ ⊆ G to be the almost direct product of (i.e. the normal sub-
group of G generated by) those almost direct factors Gi of G that are non-
compact.

From now on, unless explicitly identified to be complex, we will always
consider real Lie groups and Lie algebras.

Exercises for Section 2.1

Exercise 2.1.1. Show that sld(R) (or sld(C)) is a real (resp. complex) simple Lie algebra
for d > 2. Show that SLd(R) and SLd(C) are connected simple Lie groups.

Exercise 2.1.2. Show that sld(C) for d > 2, when viewed as a real Lie algebra, is simple
but its complexification is not.
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Exercise 2.1.3. Show that if F C G is a closed normal subgroup of a Lie group G, then

its Lie algebra f ⊆ g is a Lie ideal.

Exercise 2.1.4. Let G be a real simple connected Lie group. Show that any proper normal
subgroup of G for d > 2 is contained in the center of G.

Exercise 2.1.5. Show that the connected component of

SO(2, 2)(R) = {g ∈ SL4(R) | g preserves the quadratic form ad− bc}

is isomorphic to the almost direct product discussed in Example 2.3.

2.2 Howe–Moore Theorem

Our first goal in relating the algebraic properties of G to properties of its
measure-preserving actions is to show that for certain Lie groups ergodicity
forces mixing (in contrast to the abelian case, where an ergodic action of Z2

could have no ergodic elements).

Theorem 2.4 (Howe–Moore, automatic mixing). A measure-preserving
and ergodic action on a probability space by a simple connected Lie group G
with finite center is mixing.

The assumption that the center be finite is necessary. If G = S̃L2(R) is the
universal cover of SL2(R), then there are ergodic actions of G on non-trivial
probability spaces in which the infinite center (which is isomorphic to Z) acts

trivially (as for example the action of S̃L2(R) induced by the natural action
of SL2(R) on 2).

A more general formulation expresses this result in terms of vanishing of
matrix coefficients at infinity in the associated unitary representations. Here
a unitary representation is an action π : G×H →H by unitary maps π(g)
for g ∈ G such that for any given v ∈ H the map G 3 g 7→ π(g)v is
continuous (with respect to the given topology on G and the norm topology
on H ). Given a continuous action of a metric locally compact group G on a
locally compact metric space X and a locally finite measure µ on X that is
preserved by the action, the associated unitary representation

π(g)(f) = f ◦ g−1

for f ∈H = L2(X,µ) indeed satisfies this continuity property (this may be
seen, for example, in [?, Lemma 8.7]).

Theorem 2.5 (Howe–Moore, vanishing of matrix coefficients). If a
simple connected Lie group G with finite center acts unitarily on a Hilbert
space H , and the action has no non-trivial fixed vectors, then the associated
matrix coefficients vanish at infinity in the sense that
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54 2 Ergodicity and Mixing on Locally Homogeneous Spaces

〈π(g)v, w〉 −→ 0

as g →∞ in G for any v, w ∈H .

One of the most important ingredients in the proof of the Howe–Moore
theorem is the following weaker statement, which says that ergodicity of a G-
action is inherited by unbounded subgroups of simple groups(6). As men-
tioned earlier, this is far from true in the setting of abelian groups (see Ex-
ercise 2.2.1).

Theorem 2.6 (Mautner phenomenon for simple groups). Let G be
a simple connected Lie group with finite center acting unitarily on a Hilbert
space H . If g ∈ G does not belong† to a compact subgroup of G, and v ∈H
is fixed under the action of g, then v is fixed under the action of G.

2.2.1 Proof of the Howe–Moore Theorem

Assuming the Mautner phenomenon in Theorem 2.6 for simple groups with
finite center, we will deduce the following generalization of the Howe–Moore
theorem on vanishing of matrix coefficients. In order to state the theorem,
we will use‡ the terminology and results from Section 2.1.4.

Theorem 2.7 (Howe–Moore for semi-simple groups). Let G be a semi-
simple Lie group with finite center, and let π : G ×H → H be a unitary
representation on a Hilbert space H . For v1, v2 in H we have

〈π(gn)v1, v2〉 −→ 0 (2.5)

as n→∞ in either of the following two situations:

(1) For any of the simple non-compact factors Gi of G, there are no non-
trivial Gi-fixed vectors in H and gn →∞ as n→∞.

(2) H has no non-trivial G+-fixed vectors, gn = g
(1)
n · · · g(r)

n with g
(i)
n ∈ Gi,

and g
(i)
n → ∞ as n → ∞ for each simple non-compact factor§ Gi ⊆ G+

of G.

In the proof of Theorem 2.7 we will make use of the general Cartan de-
composition for semi-simple Lie groups with finite center, also known as

† Equivalently, if gn →∞ in G as n→∞.
‡ This is only needed because we state the theorem in greater generality. At its core the

argument only needs basic functional analysis, see Exercise 2.2.3.
§ Even though the decomposition of gn into g

(1)
n · · · g

(r)
n with g

(i)
n ∈ Gi is not unique,

the requirement that g
(i)
n → ∞ as n → ∞ does make sense as the ambiguity in the

decomposition is only up to the finite center of G.
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the KAK decomposition (the existence of this decomposition with K com-
pact is where the essential hypothesis that G have finite center enters the
argument). Here K < G is a maximal compact subgroup and A < G is a
Cartan subgroup†. For the case G = SLd(R) this decomposition is easy to
exhibit, as in this case K = SO(d), A is the subgroup of diagonal matrices
with positive entries down the diagonal, and every matrix g ∈ SLd(R) can
be written in the form g = ka` with k, ` ∈ K and a ∈ A (see Exercise 2.2.2).
We refer to Knapp [?, Sec. VII.3] or [?] for the proof in the general case.

Proof of Theorem 2.7 (Theorems 2.4–2.5) assuming Theorem 2.6.
Assume that gn → ∞ in G as n → ∞. We will show (2.5) by showing that
there always exists a subsequence for which (2.5) holds.

This suffices by a simple indirect argument. Assume (2.5) does not hold,
then there exists some ε > 0 and some subsequence nk with | 〈π(gnk)v1, v2〉 | >
ε. However, applying the above claim to this subsequence we find a subse-
quence of nk for which (2.5) holds — a contradiction to the choice of nk.

Using the Cartan decomposition of G, write

gn = knan`n

with an → ∞ as n → ∞ in A < G. We claim that in order to prove the
theorem, it is enough to consider the case gn = an →∞. Since K is compact
and the representation is continuous the study of

〈π (knan`n) v1, v2〉

can be reduced — by choosing a subsequence with knj → k and `nj → `
as j →∞, applying continuity of the representation and the Cauchy-Schwartz
inequality — to the study of

〈
π(anj )π(`)v1, π(k)−1v2

〉
for some fixed k, ` ∈ K

and j →∞. We define v = π(`)v1.
By passing to a further subsequence if necessary (and dropping the result-

ing double subscript for convenience), we may also assume that

v∗ = lim
n→∞

π(an)v ∈H

exists in the weak*-topology by the Tychonoff–Alaoglu theorem and since

‖π(an)v‖ = ‖v‖

by unitarity.

Recall that an ∈ A < G is the product an = a
(1)
n · · · a(r)

n with a
(i)
n ∈ Gi

for i = 1, . . . , r. We claim that v∗ is fixed under a non-trivial unipotent‡

† Recall that a Cartan subgroup A is a maximal abelian connected subgroup of G for
which Ada is R-diagonalizable for all a ∈ A.
‡ If G 6 SLd(R) is a linear group, then u ∈ G is unipotent if 1 is the only eigenvalue of u.

In general we say that u ∈ G is unipotent if Adu ∈ SL(g) is unipotent — this is often

referred to as being Ad-unipotent.
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56 2 Ergodicity and Mixing on Locally Homogeneous Spaces

element of every factor Gi of G (with respect to the action of π on H ),

where a
(i)
n →∞ as n→∞. This claim implies the theorem via the Mautner

phenomenon (Theorem 2.6): the vector v∗ is fixed under all almost direct

factors Gi of G for which a
(i)
n → ∞. In both case (1) and case (2), this

implies that v∗ = 0, and hence the theorem.

To prove the claim, let w ∈ H be any element. Then since a
(i)
n → ∞

as n→∞ by assumption on Gi, we may choose a subsequence so that there
exists a non-trivial unipotent element u ∈ Gi with

(a(i)
n )−1u(a(i)

n )→ e

as n → ∞. This is easy to see for the case Gi = SLd(R) (where u is an
element of one of the elementary unipotent subgroups as in Lemma 1.24),
and in general u is an element of one of the restricted root subgroups. Then

〈π(u)v∗, w〉 =
〈
v∗, π(u)−1w

〉
= lim
n→∞

〈
π(an)v, π(u−1)w

〉
= lim
n→∞

〈
π(a−1

n uan)v, π(a−1
n )w

〉
.

However,
lim
n→∞

‖π(a−1
n uan)v − v‖ = 0,

so

〈π(u)v∗, w〉 = lim
n→∞

〈
π(a−1

n uan)v, π(a−1
n )w

〉
= lim
n→∞

〈
v, π(a−1

n )w
〉

= lim
n→∞

〈π(an)v, w〉 = 〈v∗, w〉 .

However, this implies that π(u)v∗ = v∗, giving the claim and hence the
theorem. �

Problems for Section 2.2

Exercise 2.2.1. (a) Let G = Zd with d > 2. Find an ergodic action of G with the property
that no subgroup of G with lower rank acts ergodically.
(b) Let G = Rd with d > 1. Prove that in any ergodic action of G almost every element

of Rd acts ergodically. (This relies on the standing assumptions regarding X, which imply

in particular that L2(X) is separable.)

Exercise 2.2.2. Prove that every element of SLd(R) can be written in the form ka` as
claimed on page 55.

Exercise 2.2.3. Extract from the general proof of Theorem 2.7 above the special case
of SL2(R) (or SLd(R) for d > 2), still assuming Theorem 2.6 for this (or these) groups.
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2.3 The Mautner Phenomenon

The following key lemma(7) will be the main tool used for proving the in-
heritance property in Theorem 2.6 and its much more general version in
Theorem 2.11.

Lemma 2.8 (The key lemma). Let H be a Hilbert space carrying a uni-
tary representation of a topological group G. Suppose that v0 ∈ H is fixed
by some subgroup L 6 G. Then v0 is also fixed under every other ele-
ment h ∈ G with the property that there exists sequences gn ∈ G, `n, `

′
n ∈ L

with limn→∞ gn = I and h = limn→∞ `ngn`
′
n.

Proof. By assumption, there exist three sequences (gn) in G, (`n) in L,
and (`′n) in L with gn → e and `ngn`

′
n → h as n→∞. This implies that

‖π(`ngn`
′
n)v0 − v0‖ = ‖π(`n)(π(gn`

′
n)v0 − π(`−1

n )v0)‖ = ‖π(gn)v0 − v0‖

by invariance of v0 under all elements of L and unitarity of π(`n). However,
the left hand side converges to ‖π(h)v0 − v0‖ by continuity of the represen-
tation and the right hand side converges to 0. �

2.3.1 The Case of SL2(R)

We now turn to the special (but important) case of G = SL2(R). Any ele-
ment g ∈ SL2(R) is conjugate to one of the following three type of elements:

• an R-diagonal matrix, that is one of the form a =

(
λ
λ−1

)
with λ ∈ R;

• a unipotent matrix u =

(
1 ±1

1

)
; or

• a matrix in the compact subgroup SO(2,R), that is one of the form

k =

(
cosφ − sinφ
sinφ cosφ

)
for some φ ∈ R.

For the last case we can make no claim concerning ergodicity of the action
of g. However, for the first two types we find the following phenomenon,
where we write

CG = {g ∈ G | gh = hg for all h ∈ G}

for the center of G.
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58 2 Ergodicity and Mixing on Locally Homogeneous Spaces

Proposition 2.9 (Mautner for SL2(R)). Let G = SL2(R) act unitarily on
a Hilbert space H , and suppose that g 6= ±I is unipotent or R-diagonalizable
and fixes a vector v0 ∈H . Then all of G fixes v0 also. The same holds for a
connected Lie group G locally isomorphic† to SL2(R) and g ∈ GrCG is such
that Adg is unipotent or R-diagonalizable with an eigenvalue λ with |λ| 6= 1.

Suppose g ∈ G satisfies the hypotheses of Proposition 2.9, and h ∈ G
has the property that hgh−1 fixes v0 ∈ H . Then g fixes π−1(h)v0 and
so v0 = π−1(h)v0 is fixed by G as needed. Thus it is sufficient to consider one
representative of each conjugacy class for the proof of Proposition 2.9 and
for the proof of similar statements that come later.

Proof of Proposition 2.9 for SL2(R). For a =

(
λ
λ−1

)
with λ 6= ±1 a

direct calculation shows that we can apply Lemma 2.8 with L = aZ and any

element of the unipotent subgroups

(
1 ∗

1

)
or

(
1
∗ 1

)
in SL2(R). For example,

an
(

1 s
1

)
a−n =

(
1 λ2ns

1

)
−→

(
1

1

)
if λ2n → 0 as n → ∞. It follows that if a fixes some v0 ∈ H , then so do
these two unipotent subgroups, and as they together generate SL2(R) (see
Exercise 1.2.2 and Lemma 1.24), we obtain Proposition 2.9 for this case.

If u =

(
1 1

1

)
then

un
(

1 + δ
1

1+δ

)
u−n =

(
1 n

1

)(
1 + δ

1
1+δ

)(
1 −n

1

)
=

(
1 + δ

(
1

1+δ − 1− δ
)
n

1
1+δ

)

can be made (since n can be chosen arbitrary) to converge to

(
1 s

1

)
for δ → 0.

It follows that if v0 is fixed by

(
1 1

1

)
then it is also fixed by

(
1 s

1

)
for

any s ∈ R by Lemma 2.8 applied with

L =

{(
1 n

1

)
| n ∈ Z

}
.

Applying Lemma 2.8 once more with

† This second case is not needed if one is only interested in closed linear subgroups G
in SLd(R). If G is a closed linear group linearly isomorphic to SL2(R), then the theory of

finite-dimensional representations of sl2(R) implies that G ∼= SL2(R) or G ∼= PSL2(R) =
SL2(R)/{±I}, and both of these cases are handled by the first part of the proposition.
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L =

{(
1 s

1

)
| s ∈ R

}
to the matrix(

1 s1

1

)(
1
δ 1

)(
1 s2

1

)
=

(
1 + δs1 s2(1 + δs1) + s1

δ 1 + δs2

)
= gδ (2.6)

with s1 chosen to have
1 + δs1 = eα

for some fixed α ∈ R, and with s2 chosen to have

s2(1 + δs1) + s1 = 0

shows that v0 is also fixed by(
eα

e−α

)
= lim
δ→0

gδ.

Applying the previous (diagonal) case, we see once again that v0 is fixed
by all of SL2(R). This finishes the proof of the proposition for SL2(R), and
also the proof of the Howe–Moore theorem (Theorem 2.7) for SL2(R) and for
products of several copies of SL2(R). �

Elon asks: why is the
case of little sl2 that
different?

For the second case of Proposition 2.9 where G is only assumed to be
locally isomorphic to SL2(R) we are going to use the following more general
lemma and also the calculations of the proof above. Here and in the following
we will work more and more with elements v ∈ g of the Lie algebra of G.
If G acts unitarily on a Hilbert space H , w ∈H , and π(t exp(v))w = w for
all t ∈ R and some v ∈ g then we say that v fixes w.

Lemma 2.10 (Key lemma for unipotent elements). Let G be a con-
nected Lie group with Lie algebra g. Let π be a unitary representation on a
Hilbert space H . Suppose that g ∈ G fixes v0. Then v0 is also fixed by all
elements of the subspace

Im (Adg −I) ∩ ker (Adg −I) ⊆ g,

and all of these elements are nilpotent.
In particular, this applies to g = exp(u) if u ∈ g is nilpotent and the

subspace Im adu ∩ ker adu.

Proof. Let v ∈ Im (Adg −I) ∩ ker (Adg −I) . We wish to show that

π (exp(v)) v0 = v0.

By assumption, there exists some w ∈ g with

(Adg −I) (w) = v
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and
(Adg −I) (v) = 0,

so that
Adg(w) = w + v

and
Adg(v) = v.

For n > 1 this gives
Adng

(
1
nw
)

= 1
nw + v,

and so
gn exp

(
1
nw
)
g−n = exp

(
1
nw + v

)
. (2.7)

The exponential in the left-hand side of (2.7) converges to I, but the right-
hand side converges to exp(v) as n→∞. It follows by Lemma 2.8 that exp(v)
fixes v0.

For the last claim of the first part of the lemma we calculate

adv = lim
n→∞

ad 1
nw+v = lim

n→∞
adAdng ( 1

nw) = lim
n→∞

Adng ◦(
1

n
adw) ◦Ad−ng ,

where we used (2.2). Since conjugation does not change the eigenvalues, it
follows that adv is nilpotent.

Let now u ∈ g be nilpotent as in the last part of the lemma, and let

g = exp(u).

Then Adg = exp(adu) = I + adu + . . . + 1
n! adnu for some n (see (2.3)). If

now v = adu(w) ∈ ker adu, then Adg(v) = v and Adg(w) = w+ v and so the
first part of the lemma applies. �

Proof of Proposition 2.9. Suppose now that G is only locally isomorphic
to SL2(R). If Adg is R-diagonalizable with an eigenvalue λ with |λ| 6= 1,
then we may argue as above. Indeed suppose that x ∈ g has Adg(x) = λx
with |λ| < 1. Then

gn exp(tx)g−n = exp
(
tAdng (x)

)
−→ e

as n→∞, and Lemma 2.8 for L = gZ shows that exp(Rx) ⊆ G fixes v0. The
same holds for exp(Ry) for any y ∈ g with

Adg(y) = µy

for some |µ| > 1 by applying the same argument with n→ −∞. Notice that
the latter eigenvector must also exist, since otherwise g 7→ |det Adg | would
be a non-trivial character from the simple group G to R×. It follows that [x, y]
is an eigenvector for another eigenvalue since
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Adg([x, y]) = [Adg(x),Adg(y)] = λµ[x, y].

Hence exp(Rx) and exp(Ry) generate the 3-dimensional group G, which
therefore fixes v0.

So suppose now that we are in the second case where Adg 6= I is unipotent.
Applying Lemma 2.10, we see that v0 is fixed by all elements of

Im (Adg −I) ∩ ker (Adg −I) .

By assumption (g /∈ CG and Adg is unipotent) we know that this subspace is
nontrivial. Therefore, there exists some v ∈ gr{0} such that adv is nilpotent
and v0 is fixed by exp(Rv).

Now choose the isomorphism φ between g and sl2(R) in such a way that v
is mapped to (

0 1
0 0

)
∈ sl2(R).

This is possible by the following simple observations. Since

w = φ(v) ∈ sl2(R)

has the property that adw is nilpotent, it follows that w also has to be nilpo-
tent. Now recall that the Jordan normal form for matrices in R2 shows that
there is only one conjugacy class [u] of elements of sl2(R) for which u (and
also adu) is nilpotent. Hence composing φ with an appropriate conjugation

gives a new φ with φ(v) =

(
0 1
0 0

)
.

For α and δ > 0 we define

s1(α) =
eα − 1

δ
,

and

s2(α) =
−s1(α)

1 + δs1(α)

so that(
1 s1(α)

1

)(
1
δ 1

)(
1 s2(α)

1

)
=

(
eα

δ e−α

)
=

(
eα

e−α

)(
1

eαδ 1

)
in SL2(R) by (2.6). Clearly, if δ > 0 and α > 0 are chosen small enough and
in that order, then the local isomorphism is defined on the matrices above.
So let gδ ∈ G be the element corresponding to(

1
δ 1

)
,

and let h ∈ G be the element corresponding to
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62 2 Ergodicity and Mixing on Locally Homogeneous Spaces(
eα

e−α

)
.

We then have
exp(s1(α)v)gδ exp(s2(α)v) = hgeαδ (2.8)

as an identity in G. We wish to conjugate both sides of this expression by hn.
Note that

hn exp(sv)h−n = exp(e2nαsv)

is already known to fix v0 and that

hngδh
−n = ge−2nαδ

converges to the identity as n→∞. Therefore, conjugating (2.8) by hn gives

exp(e2nαs1(α)v)ge−2nαδ exp(e2nαs2(α)v) = hgeα−2nαδ

It follows that h satisfies the assumptions of Lemma 2.8, and so fixes v0 ∈H .
We are therefore reduced to the first case of the proof. �

Exercises for Section 2.3.1

Exercise 2.3.1. Prove Proposition 2.9 (and hence Theorem 2.6) for the case of SLd(R)

for d = 3 or more generally for d > 3, either directly by a similar argument or using the
case SL2(R) considered above.

Exercise 2.3.2. Prove the analogue of Proposition 2.9 for the case SL2(Qp) (or for SLd(Qp)

for d > 2), where Qp is the field of p-adic rational numbers. More precisely show
that SL2(Qp) fixes v0 ∈ H if SL2(Qp) acts unitarily on H and either

(a) v0 is fixed by some diagonal element with eigenvalues of absolute value not equal to

one, or
(a) v0 is fixed by a one-parameter† unipotent subgroup {I + sw | s ∈ Qp} defined by some

nilpotent w ∈ Mat2(Qp).

Exercise 2.3.3. Prove Theorem 2.7 for SL2(Qp) (or for SLd(Qp) for d > 2), where Qp
is the field of p-adic rational numbers, using Exercise 2.3.2 in place of Theorem 2.6. For
the analogous KAK-decomposition of SLd(Qp) set K = SLd(Zp) and let A consist of all

diagonal matrices whose diagonal entries are integer powers of p.

Exercise 2.3.4. Prove (direclty or using Exercise 2.3.3) that an unbounded open sub-

group H < SLd(Qp) necessarily equals SLd(Qp).

† We note that in this p-adic case a single element of this subgroup generates a compact
subgroup and so could not satisfy the Mautner phenomenon.
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2.3.2 The General Mautner Phenomenon

We will now consider the general Mautner phenomena, which was proven by
Moore [?] in 1980. Elon would use a

statement for Lie al-
gebra elements pre-
serving vectors, it
simplifies the proof
— how much ?

Theorem 2.11 (Mautner phenomenon). Let G be a connected Lie group
with Lie algebra g. Let L < G be a closed subgroup, and suppose that G
acts unitarily on a Hilbert space H with a non-zero vector v0 fixed by every
element of L. Then there exists a Lie ideal f C g (the Mautner ideal) such
that

• v0 is fixed by exp(f) 6 G and
• the map Ag : g/f → g/f induced by Adg for g ∈ L is diagonalizable with

all eigenvalues of absolute value one.

The proof of Theorem 2.11 will combine the key lemma (Lemma 2.8), the
special case of SL2(R) from Section 2.3.1, and techniques from the theories
of Lie groups and Lie algebras. It subsumes the ergodicity of many natural
actions. In particular, it contains Theorem 2.6 (which is needed for the proof
of Theorem 2.7). However, we note that the case of G semi-simple will be
easier than the general case. We will obtain this case (in a slightly weaker
form sufficient for Theorem 2.7) in Section 2.3.4, and the general case only
in Section 2.3.7.

2.3.3 Big and Small Eigenvalues

Let G and g be as in the statement of Theorem 2.11. In this section we will
show a weaker claim, which uses the notion of horospherical algebras. The
unstable and stable horospherical Lie subalgebras (g+ and g− respectively)
for g ∈ G are defined as follows:

• g+ is the sum of all generalized† subspaces corresponding to eigenvalues
of Adg with absolute value bigger than one, so

g+ = {v ∈ g | Adng (v)→ 0 as n→ −∞},

and
• g− is the sum of all generalized subspaces with eigenvalues of Adg with

absolute value smaller than one, so

g− = {v ∈ g | Adng (v)→ 0 as n→∞}.

† Here we allow for Jordan blocks corresponding to eigenvalues of absolute value bigger than

one as well as for (generalized) eigenspaces corresponding to pairs of complex eigenvalues

of absolute value bigger than one.
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To see that g+ and g− are subalgebras, the characterization in terms of the
adjoint action is most useful. If v1, v2 ∈ g−, then

Adng (v1 + v2) = Adng (v1) + Adng (v2)→ 0

and
Adng ([v1, v2]) = [Adng (v1),Adng (v2)]→ 0

as n → ∞, showing that v1 + v2, [v1, v2] ∈ g− also; the same argument (but
using n→ −∞) shows that g+ is also a subalgebra.

Lemma 2.12 (Auslander ideal). Let G and g be as in Theorem 2.11, and
let g be an element of G. Then the Lie algebra f = 〈g+, g−〉 generated by
the unstable and stable horospherical Lie subalgebras of g is a Lie ideal of g,
called the Auslander ideal of g.

Proof. The proof relies on the Jacobi identity. Let g0 be the sum of the
generalized eigenspaces for all eigenvalues of absolute value one, so that

g = g+ + g0 + g−,

and we need to show that [g, f] ⊆ f. Since f is a subalgebra by definition,
it is sufficient to show that [g0, f] ⊆ f. Notice first that [g0, g−] ⊆ g− (and
similarly [g0, g+] ⊆ g+). Indeed, if u ∈ g0 and v ∈ g−, then ‖Adng (u)‖ is
either bounded or goes to infinity at most at a polynomial rate as n → ∞,
while ‖Adng (v)‖ decays to 0 at exponential speed. It follows that

Adng ([u, v]) = [Adng (u),Adng (v)]→ 0

as n→∞, as required.
If now u ∈ g+, v ∈ g−, so that [u, v] ∈ f, then for any w0 ∈ g0 we have

[w0, [u, v]] + [u, [v, w0]︸ ︷︷ ︸
∈f

]

︸ ︷︷ ︸
∈f

+ [v, [w0, u]︸ ︷︷ ︸
∈f

]

︸ ︷︷ ︸
∈f

= 0

by the Jacobi identity, the case above, and the fact that f is a subalgebra.
It follows that [g0, [g+, g−]] ⊆ f. Repeating the argument under the assump-
tions w ∈ g0, u, v ∈ f with [w0, u], [w0, v] ∈ f we obtain [w0, [u, v]] ∈ f.
Hence {u ∈ f : [w0, u] ∈ f} is a subalgebra and so equals f. As w0 ∈ g0 was
arbitrary, it follows that f is a Lie ideal as claimed. �

Proposition 2.13 (Mautner phenomenon for the Auslander ideal).
Let G and g be as in Theorem 2.11, and suppose that G acts unitarily on a
Hilbert space H and that g ∈ G fixes v0 ∈ H . Then v0 is fixed by exp f,
where f is the Auslander ideal from Lemma 2.12.
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2.3 The Mautner Phenomenon 65

Proof. Lemma 2.8 applied to h = exp(v) with v ∈ g± shows that v0 ∈H is
fixed by exp(v) for v ∈ g±. It follows that v0 is fixed by the closed subgroup F
generated by the sets exp(g+) and exp(g−). In particular, there exists a Lie
subalgebra (the Lie algebra of F ) containing g+ and g− that fixes v0. Since f
is the Lie subalgebra generated by g+ and g−, we deduce that every element
of f fixes v0. �

Exercises for Section 2.3.3

Exercise 2.3.5. Let a ∈ G = SLd(R) be a diagonal matrix such that

G±a = {u ∈ G | anua−n → I as n→ ∓∞}

are nontrivial subgroups. Show directly that 〈G+
a , G

−
a 〉 = G.

Exercise 2.3.6. Show that g0 from the proof of Lemma 2.12 is a Lie subalgebra.

Exercise 2.3.7. Let G be a simple Lie group and let Γ < G be a lattice. Let a ∈ G
and recall that the Lie algebra of G splits as a direct sum g+ + g0 + g− as in the proof of

Lemma 2.12. Assume that Ada is diagonalizable when restricted to g0 and that 1 is the only

eigenvalue of this restriction (so that g0 is the Lie algebra of CG(a) = {g ∈ G | ag = ga}).
Using the pointwise ergodic theorem (Theorem 2.1) show that for any x ∈ X = Γ\G
and m

G+
a

-a.e. u ∈ G+
a the forward orbit {an.(u.x) : n > 0} of u.x equidistributes† in X

with respect to the Haar measure mX .

2.3.4 The case of Semi-simple Lie Algebras

In this subsection we will assume that G is a connected semi-simple Lie
group. To study actions of such a group, we will combine the arguments
from Section 2.3.3, the Jacobson–Morozov theorem(8), and the case of SL2(R)
from Section 2.3.1. The Jacobson–Morozov theorem (we refer to Knapp [?,
Sec. X.2] for the proof) is the reason that the special case G = SL2(R) is so
useful. Barak says that

there isn’t a good
source for this in
textbooks — need
to check Knapp and
make up my mind
about it

Theorem 2.14 (Jacobson–Morozov). Suppose that g is a real semi-simple
Lie algebra, and let x ∈ g be a nilpotent element. Then there exist ele-
ments y, h ∈ g so that (x, y, h) form an sl2-triple, meaning that they span
a subalgebra of g isomorphic to sl2(R):

† We note that the results of this section and Remark 2.2 (3) immediately show that the
forward orbit is equidistributed for mX -a.e. x ∈ X, but the desired statement is stronger
as it involves a Haar measure on a subgroup.
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66 2 Ergodicity and Mixing on Locally Homogeneous Spaces

[h, x] = 2x,

[h, y] = −2y, and

[x, y] = h.

It may be useful to be more explicit about Theorem 2.14 in two low-
dimensional examples. In sl2(R) we have

x1 =

(
0 1
0 0

)
, y1 =

(
0 0
1 0

)
, h1 =

(
1 0
0 −1

)
.

In SL3(R) there are two (fundamentally different) choices, the first via the
most obvious embedding sl2(R) ↪→ sl3(R) giving

x2 =

0 1 0
0 0 0
0 0 0

 , y2 =

0 0 0
1 0 0
0 0 0

 , h2 =

1 0 0
0 −1 0
0 0 0

 .

The second choice for SL3(R) (which is not conjugate to the first) comes from
the embedding sl2(R) ↪→ sl3(R) defined by

x3 =

0 1
0 1

0

 , y3 =

0
2 0

2 0

 , h3 =

2
0
−2

 = [x3, y3] .

One can easily check the fundamental relations from Theorem 2.14:

[h3, x3] = 2x3, [h3, y3] = −2y3, and [x3, y3] = h3.

Proposition 2.15 (Mautner phenomenon for semi-simple groups).
Let G be a connected semi-simple Lie group with Lie algebra g which acts
unitarily on a Hilbert space H . If g ∈ G is Ad-diagonalizable with positive
eigenvalues or g = exp(x) for some nilpotent x ∈ g, and g fixes some vec-
tor v0 ∈ H , then there is a normal subgroup of G containing g which also
fixes v0.

Elon says: the state-
ment shouldn’t dis-
tinguish here into
unipotent and diag-
onal elements, un-
bounded is the only
thing that matters

Proof. If g = a ∈ G has the property that Ada is diagonalizable with
positive eigenvalues, then we can split g as before into three spaces

g = g+ + g0 + g−,

where g0 is the eigenspace of Ada with eigenvalue one. Since the Lie algebra
generated by g+ and g− is a Lie ideal f by Lemma 2.12, f is a direct sum
of some of the direct simple factors of g. Hence it has to contain any simple
factor of g that intersects either of the spaces g+ or g− nontrivially. Let F1 =
〈exp(f)〉 be the normal subgroup containing these simple factors. Since the
eigenvalues of Ada are by assumption positive, it follows that (the linear
map induced by) Ada acts trivially on the Lie algebra of G/F1 (which may
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2.3 The Mautner Phenomenon 67

be identified with a sub-algebra of g0). Therefore, aF1 belongs to the center
of G/F1, and so generates a normal subgroup of G/F1. Let F = 〈a, F1〉 be
the pre-image in G of this normal subgroup. Then a ∈ F , F is a normal
subgroup in G, and F fixes v0 ∈H as required.

Suppose now that g = u = exp(x) is unipotent. Then by the Jacobson–
Morozov theorem there exists a connected subgroup H < G locally isomor-
phic to SL2(R) containing u such that x corresponds under the isomorphism
to an upper nilpotent element of sl2(R). By the case of sl2(R) considered in
Section 2.3.1, we see that H fixes v0. Since H also contains the image of

a =

(
eα

e−α

)
for small α > 0 (under the local isomorphism), we have produced the situation
of the first case, which was considered above. Let F be again the normal
subgroup corresponding to a. Now recall that

u = exp(x) ∈ exp(g+)

if g+ is defined using the element in H corresponding to a ∈ SL2(R). There-
fore, it follows from the above that g ∈ F once again. �

This completes the proof of the Mautner phenomenon for semi-simple Lie
groups, and in particular proves the case of Theorem 2.6 (g = exp(x) for
some x in one of the root spaces of the simple Lie algebra g) that is needed
for Theorems 2.4, 2.5, and 2.7.

2.3.5 The Structure of the Inductive Steps

†For the solvable and then the general case below, we would like to use an
induction process to be outlined in this section. For this, notice first that in
proving Theorem 2.11 we may assume that v0 is a cyclic vector in the sense
that

H = 〈π(G)v0〉

is the smallest closed subspace containing the orbit of v0 under the action
of G, since if this is not the case we may simply restrict the unitary repre-
sentation to this subspace.

This remark allow us to use induction on the dimension of G. In the
inductive steps we will show that there is a non-trivial Lie ideal f C g that
fixes v0. Taking exponentials gives a normal subgroup F C G generated
by exp(f). Let F̄ be the closure of F (a priori there is no reason for F to be

† As the following proof will show, semi-simple groups are easier to work with and are,

fortunately, sufficient for many purposes. For this reason the reader may initially skip the

remainder of Chapter 2 and return to it when she needs it.
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68 2 Ergodicity and Mixing on Locally Homogeneous Spaces

closed), so that F̄ C G is a closed normal subgroup that fixes v0. We claim
that F̄ acts trivially on H since H is the closure of the orbit of v0. Indeed,
if g ∈ G and h ∈ F then hg = gh′ for some h′ ∈ F , and

π(h)π(g)v0 = π(g)π(h′)v0 = π(g)v0

and since H = 〈π(G)v0〉 we see that both F and F̄ act trivially. Therefore
we may consider the unitary representation of G/F̄ on H induced by the
unitary representation of G that we started with. If f C g was a non-trivial
Lie ideal, then the dimension of G̃ = G/F is smaller.

By induction we may assume that Theorem 2.11 already holds for G̃ (with

the subgroup L̃ = LF/F < G̃ = G/F ) acting on H . This in turn then
implies the theorem also for G.

2.3.6 The Inductive Step for Elements in the Radical

Recall from Section 2.1.3 that a real Lie algebra g has a Levi decomposition(9)

g = l + r

where l is a semi-simple real Lie algebra, and r C g is the radical (the maximal
solvable Lie ideal of g). Also recall from Knapp [?, Prop. 1.40] that

n = [r, g] C g

is a nilpotent Lie ideal. Using this we can prove the following part of the
inductive step.

Proposition 2.16 (Mautner phenomenon for nilpotent elements of
the radical). Let G, π,H , v0 be as in Theorem 2.11, and suppose these
also satisfy the assumptions of Section 2.3.5. Suppose there is a nilpotent
element u ∈ rr{0} (with Adexp(u) unipotent) in the radical of the Lie algebra
that fixes v0. Then there is a non-trivial Lie ideal f C g that fixes v0.

This proposition shows that in the situation above we can always apply
the inductive step outlined in Section 2.3.5, so that in particular we can
also conclude from the inductive argument that there exists an f as in the
proposition containing u which fixes v0.

Proof of Proposition 2.16. Suppose as in the statement of the proposition
that the nilpotent element u ∈ rr{0} fixes v0. If u lies in the center of g (that
is, if [u, g] = 0), then we can take f = Ru. Otherwise we claim that we may
use Lemma 2.10 finitely many times to find vectors v1, . . . , v` that all fix v0

and such that v2, . . . , v` ∈ n = [r, g] and such that the last vector v` 6= 0 lies
in the center of n. Initially set v1 = u. Whenever [vj , n] 6= 0 for j > 1 then
we may take some wj ∈ n with
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2.3 The Mautner Phenomenon 69

vj+1 = [vj , wj ] 6= 0

and
[vj , vj+1] = 0.

This is possible because vj (that is, advj ) is nilpotent, by assumption for j = 1
and also for j > 2 since in that case vj ∈ n. Hence by Lemma 2.10 and
induction, vj+1 fixes v0. Clearly by construction

v1 = u ∈ r, v2 ∈ [r, n] ⊆ n, v3 ∈ [n, n], . . . .

Since n is a nilpotent Lie algebra, this sequence stops with v` ∈ n and

[v`, n] = 0

for some `.
Let

c = {w ∈ n | [w, n] = 0}

be the center of n. This is an abelian Lie ideal of g. We will define f as
a subspace of c containing v`; indeed we define f to be the Lie ideal of g
generated by v`. It remains to show that f fixes v0, and this follows as be-
fore: If w ∈ g and we have some v ∈ f that fixes v0, then [v, w] ∈ f also
fixes v0, because [v, w] ∈ c, [v, [v, w]] = 0 and we may apply Lemma 2.10
as before. As the Lie ideal f generated by v` is obtained by taking the sum
of Rv`, [v`, g], [[v`, g], g], . . . , the proposition follows. �

2.3.7 The General Case of Theorem 2.11

Let G, π,H , L, v0 be as in Theorem 2.11, and suppose that the allowed as-
sumptions of Section 2.3.5 are satisfied.

Let g ∈ L. If Adg has an eigenvalue of absolute value greater than or
smaller than 1, then we may apply Section 2.3.3 to find the non-trivial Aus-
lander ideal that fixes v0, and use induction. Suppose therefore that all the
eigenvalues of Adg have absolute value equal to 1, but that Adg is not diago-
nalizable over C (since in that case the theorem already holds trivially for g).
Then there exist two vectors v, w ∈ g with

Adg(v) = λv,

Adg(w) = λ(w + v),

and so for n ∈ N,
Adng (w) = λn (w + nv) . (2.9)
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70 2 Ergodicity and Mixing on Locally Homogeneous Spaces

These expressions have the obvious meaning if λ ∈ R, but if λ ∈ CrR then
we are using the symbol λ as a convenient shorthand for a rotation of the real
linear space corresponding to a complex eigenvalue. There is a sequence (nk)
with nk → ∞ as k → ∞ along which λnk converges to the identity. Using
this sequence we can divide (2.9) by nk and find

lim
k→∞

Adnkg

(
1

nk
w

)
= v. (2.10)

We apply the arguments from Lemma 2.10 again to conclude that v ∈ g
fixes v0 and that adv is unipotent.

Now let g = l + r be the Levi decomposition. If v ∈ r, then we can apply
the argument from Proposition 2.16, thus allowing us to assume that

v = x+ vr

with x ∈ lr{0} and vr ∈ r. We note that x ∈ lr{0} is a nilpotent element of
the semi-simple Lie algebra l (because, for example, the adjoint of x on l ∼= g/r
coincides with the adjoint of v on g/r). Furthermore, we claim that vr lies
in n and so is also nilpotent. This follows from the construction of v. Indeed,
since [g, r] = n < r it follows that g/n ∼= l+ r/n is a direct sum of Lie algebras
and that r/n is in the center of g/n. Therefore, the action of Adg is trivial
on r/n for any g ∈ G. Splitting w+ n into its components in l and in r/n, the
definition of v in (2.10) shows that vr ∈ n.

Knowing that x ∈ l is nilpotent and nontrivial, we may apply the
Jacobson–Morozov theorem (Theorem 2.14) and choose an sl2-triple (x, y, h)
in l3.

Note that if we would have v = x then we could apply the already estab-
lished semi-simple case (see below). Our aim is therefore to always reduce
the proof via induction to this case.

If [v, r] 6= 0 then we can apply Lemma 2.10 once again to find a non-trivial
element of n fixing v0 after which we may apply Proposition 2.16.

So assume that [v, r] = 0. Then we have

[v, h] = [x, h] + [vr, h] (since v = x+ vr)

= −2x+ [vr, h] (since [h, x] = 2x)

and so

[v, [v, h]] = [v,−2x+ [vr, h]]

= [v,−2x] + 0 (since [vr, h] ∈ r)

= [x+ vr,−2x]

= −2[vr, x] ∈ r.

Furthermore,
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[v, [v, [v, h]]] = [v,−2 [vr, x]︸ ︷︷ ︸
∈r

] = 0.

Hence we may apply Lemma 2.10 if [v, [v, h]] 6= 0, and then use Proposi-
tion 2.16 and induction. So assume that [v, [v, h]] = 0. By Lemma 2.10, [v, h]
fixes v0. If [v, h] 6= −2v, then (recall that v = x+ vr)

[v, h] + 2v = −2x+ [vr, h] + 2x+ 2vr 6= 0

belongs to n and fixes† v0, so we may apply Proposition 2.16 and induction.
So assume now that [v, h] = −2v. We claim that this implies (only using

structure theory of Lie groups) that vr = 0, so that v = x is a member of
an sl2-triple inside l.

So assume (for the purposes of obtaining a contradiction) that vr 6= 0. Also
recall that vr ∈ n. There exists a Lie ideal f = ni C g from the lower central
series as in Section 2.1.3 with vr /∈ f but vr ∈ ni−1 so that [vr, n] ⊆ f = ni.
Thus g acts on n/f, both v (since [v, r] = 0 by one of our allowed assumptions
from above) and vr (by construction of f) act trivially on n/f, and so x also
acts trivially on n/f. However, if x acts trivially on the whole space there
must be a Lie ideal in g (the kernel of the representation) which acts trivially.
Therefore, we see that h acts trivially on n/f and so

[h, v] = 2v = 2x+ 2vr = [h, x] + [h, vr] ∈ 2x+ f

gives the contradiction vr ∈ f. Therefore, vr = 0 as claimed.
To finish the proof we wish to apply Proposition 2.15. Since v = x fixes v0,

there exists a Lie ideal h C l containing v that fixes v0. As the proof of
Proposition 2.15 shows, h is the Auslander ideal of a = exp(h) ∈ G inside l
and contains h. By Proposition 2.13 the non-trivial Auslander ideal f C g
defined by a within g also fixes v0, contains h, and so also v. This concludes
the induction and hence also the proof of Theorem 2.11.

Notes to Chapter 2

(5)(Page 46) The main result here is due to Lindenstrauss, who showed that any locally

compact amenable group has a Følner sequence along which the pointwise ergodic theorem
holds. We refer to a survey of Nevo [?] for an overview of both the amenable case and the

case of certain non-amenable groups, and to [?, Ch. 8] for an accessible discussion of the

case of groups with polynomial growth.

† Since addition in the Lie algebra and taking products in the Lie group are not quite the

same we should add some explanations for this step. Actually in this proof we even know
that all elements of Rv and R[v, h] fix v0. Hence both [v, h] and v belong to the Lie algebra

of the subgroup that fixes v0, which implies that also [v, h] + 2v fixes v0.
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(6)(Page 54) The Mautner phenomenon was developed for the study of geodesic flows on

symmetric spaces by Mautner [?] and has been significantly extended since then, notably
by Moore [?].
(7)(Page 57) This argument comes from Margulis [?], and the argument is also presented

in [?, Prop. 11.18].
(8)(Page 65) Theorem 2.14 was stated by Morozov [?] and a complete proof was provided

by Jacobson [?].
(9)(Page 68) This decomposition, conjectured by Killing and Cartan, was shown by

Levi [?], and Malcev [?] later showed that any two Levi factors (the semi-simple Lie algebra

viewed as a factor-algebra of g) are conjugate by a specific form of inner automorphism;
we refer to Knapp [?, Th. B.2] for the proof.
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Chapter 3

Rationality

Manfred wants to re-
structure this chap-
ter once more to
minimize the algebra
appearing before the
Borel density state-
ment! (without re-
moving any algebra)

In this chapter we generalize some of the phenomena hinted at in Sec-
tion 1.2. We will define the notion of algebraic groups defined over Q, and
show how these often give rise to closed (and sometimes even compact) or-
bits on SLd(Z)\ SLd(R). We motivate this discussion by studying orthogonal
groups, unipotent groups, and orbits arising from number fields. Finally, we
will turn this discussion around by proving the Borel density theorem, which
implies that finite volume orbits typically arise from algebraic groups defined
over Q. For this we also introduce some more basic concepts and results con-
cerning algebraic groups without developing this important theory very far
(which cannot be done in a couple of pages).

3.1 Quadratic Forms, Stabilizer Subgroups, and Orbits

3.1.1 Orthogonal Groups

Let
Q(u1, . . . , ud) = (u1, . . . , ud)AQ(u1, . . . , ud)

t

be a rational quadratic form defined by a symmetric matrix AQ ∈ Matd(Q).
We show now how any such quadratic form gives rise to a closed orbit of its
associated special orthogonal subgroup

SO(Q) = {g ∈ SLd | Q ((u1, . . . , ud)g) = Q(u1, . . . , ud) for all u1, . . . , ud}.
(3.1)

Proposition 3.1 (Closed orbits). If Q is a rational quadratic form, then
the orbit

(SLd(Z)Id) SO(Q)(R) ⊆ d

of the identity coset under the real points of SO(Q) is closed.

73



74 3 Rationality

Notice that the notation SO(Q) and SLd used in (3.1) deliberately does
not specify any field or ring, and therefore leaves somewhat undetermined
the group being discussed; in particular does not specify whether the group
is countable or uncountable, for example. For now we should think of this as
a convenient shorthand, or a macro, which defines many different groups at
once. For example, if we specify the real points, then the notation denotes
the closed linear subgroup of SLd(R) defined by

SO(Q)(R) = {g ∈ SLd(R) | Q ((u1, . . . , ud)g) = Q(u1, . . . , ud)

for all u1, . . . , ud}.

Similarly, we may specify the integer points to obtain a discrete subgroup

SO(Q)(Z) = {g ∈ SLd(Z) | Q ((u1, . . . , ud)g) = Q(u1, . . . , ud)

for all u1, . . . , ud}.

of SO(Q)(R). More generally, for any ring R we obtain the group SO(Q)(R)
of R-points of SO(Q) (or any similar expression) by taking the R-points of
the ambient group, here SLd, in its definition.

Proof of Proposition 3.1. Notice that Q ((u1, . . . , ud)g) is the quadratic
form defined by gAQg

t and that the symmetric matrix AQ is in a one-to-one
correspondence to Q. Therefore, we may also write

SO(Q) = {g ∈ SLd | gAQgt = AQ}.

Multiplying AQ by its common denominator if necessary, we may assume
that AQ ∈ Matd(Z) (without changing SO(Q)). Now suppose that

SLd(Z)hn → SLd(Z)g = x (3.2)

as n → ∞ with hn ∈ SO(Q)(R) and g ∈ SLd(R). In order to show that the
orbit is closed, we need to show that

x ∈ SLd(Z)Id SO(Q)(R). (3.3)

Notice that (3.2) simply means that there exist sequences (γn) in SLd(Z)
and (εn) in SLd(R) with εn → Id as n → ∞, such that γnhn = gεn for
all n > 1. Applying these matrices to AQ gives

γnAQγ
t
n = γnhnAQ(γnhn)t

= gεnAQ(gεn)t → gAQg
t

as n→∞.
However, γnAQγ

t
n ∈ Matd(Z), so the convergent sequence (γnAQγ

t
n) has

to stabilize: there exists some n0 such that
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γn0
AQγ

t
n0

= γnAQγ
t
n = gAQg

t

for all n > n0. This implies that γ−1
n0
g ∈ SO(Q)(R), giving (3.3). �

In some cases it is also relatively straightforward to combine the previous
statement with Mahler’s compactness criterion (Theorem 1.17) and so deduce
compactness of orbits.

Proposition 3.2 (Compact orbits). If Q is a rational quadratic form such
that†

0 /∈ Q(Qdr{0}),

then the orbit (SLd(Z)Id)SO(Q)(R) is compact. Equivalently,

SO(Q)(Z) = {g ∈ SLd(Z) | gAQgt = AQ}

is a uniform lattice in SO(Q)(R).

Proof. Just as in the proof of Proposition 3.1, we may assume that AQ lies
in Matd(Z). We need to show that there exists some δ > 0 such that

SLd(Z)Id SO(Q)(R) ⊆ d(δ). (3.4)

Then Theorem 1.17 and Proposition 3.1 together show that the orbit is com-
pact.

As Q : Rd → R is continuous, there exists some δ > 0 such that ‖x‖ < δ
implies that |Q(x)| < 1. Now suppose that (3.4) does not hold for δ. Then
there exists some h ∈ SO(Q)(R) such that Zdh contains a non-zero δ-short
vector mh with m ∈ Zd. However, this shows that

|Q(m)| = |Q(mh)| < 1 (3.5)

which implies that Q(m) = 0 since AQ ∈ Matd(Z), contradicting our assump-
tion and completing the proof. �

Example 3.3. These examples describe some of the possibilities that may arise
in low dimensions.

(1) If Q1(u1, u2) = u1u2, then Proposition 3.1 shows that SL2(Z)A is closed
since

SO(Q1)(R) = A

is simply the diagonal subgroup of SL2(R) (see Section 1.2.2). However,
the orbit is not compact, it is the divergent orbit mentioned on page 24.

(2) If Q2(u1, u2) = u2
1 − u1u2 − u2

2, then Proposition 3.2 applies (see Exer-
cise 3.1.1), and gives a compact orbit SL2(Z) SO(Q2)(R). As we will see
later (in Theorem 3.5), there exists some g ∈ SL2(R) for which

† Q is then called anisotropic over Q.
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Q2(u1, u2) = Q1 ((u1, u2)g) ,

which in turn implies that

SO(Q2)(R) = g SO(Q1)(R)g−1.

To see this notice that h ∈ SO(Q1)(R) and u = (u1, u2) gives

Q2(ughg−1) = Q1((ughg−1)g) = Q1(ug) = Q2(u).

Hence
SL2(Z) SO(Q2)(R)g = SL2(Z)gA

is also compact. In fact g = ggolden from Section 1.2.2 can be used, recov-
ering the claim made on page 25.

(3) If Q3(u1, u2, u3) = 2u1u3−u2
2 then Proposition 3.1 applies, and shows that

SL3(Z) SO(Q3)(R) ⊆ 3

is closed. However, it is not compact (see Exercise 3.1.2).
(4) If Q4(u1, u2, u3) = u2

1 +u2
2− 3u2

3 then Proposition 3.2 applies. To see this,
assume for the purposes of a contradiction (and without loss of general-
ity by clearing denominators as usual) that Q4(m1,m2,m3) = 0 for some
primitive† integer vector (m1,m2,m3) ∈ Z3. Then using congruences mod-
ulo 4 shows that

m2
1 +m2

2 − 3m2
3 ≡ m2

1 +m2
2 +m2

3 (mod 4),

is a sum of three squares modulo 4. However, the only squares modulo 4
are 0 and 1, which forces m1,m2,m3 to all be even, contradicting the
assumption. Hence the orbit

SL3(Z) SO(Q4)(R)

is compact.

We now recall some of the basic theory of quadratic forms over the reals(10).
Any symmetric matrix A ∈ Matd(R) can be diagonalized in the sense that
there is an orthogonal matrix k for which kAkt is diagonal. In the associated
coordinate system (v1, . . . , vd) we then have

Q′(v1, . . . , vd) = Q ((v1, . . . , vd)k) =

d∑
i=1

civ
2
i .

† An integer vector is primitive if the entries are co-prime.
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The form Q is non-degenerate if ci 6= 0 for i = 1, . . . , d (equivalently,
if detAQ 6= 0), is indefinite if there exist i, j with ci > 0 and cj < 0, and is
positive-definite if ci > 0 for all i = 1, . . . , d.

Taking the square roots of the absolute values of the entries in the diagonal
matrix kAQk

t, we may define a diagonal matrix a for which

a−1kAQk
ta−1

is diagonal with entries in {0,±1}. Assuming that Q is non-degenerate (so
that the entries lie in {±1}), write p for the number of +1s and q for the
number of −1s; the signature(11) of Q is (p, q). We usually assume that p > q
(this can always be achieved by replacing the form Q with the form −Q).

The discussion above shows that if Q and Q′ are non-degenerate and of
the same signature, then there exists some g ∈ GLd(R) such that

Q′(u1, . . . , ud) = Q ((u1, . . . , ud)g) .

Moreover, we also have

Q′(u1, . . . , ud) = λQ ((u1, . . . , ud)g
′)

for g′ ∈ SLd(R) and λ 6= 0, which implies that SO(Q) and SO(Q′) are conju-
gate in SLd(R).

Example 3.4. The quadratic forms (from Example 3.3) Q1 and Q2 have sig-
nature (1, 1); the quadratic forms Q3 and Q4 have signature (2, 1). It follows
that the orthogonal groups SO(Q1)(R) and SO(Q2)(R) are conjugate (as
claimed earlier), and the orthogonal groups SO(Q3)(R) and SO(Q4)(R) are
conjugate.

We summarize and strengthen our discussion as follows.

Theorem 3.5 (Signature of quadratic forms). Any non-degenerate quad-
ratic form Q on Rd can be assigned a signature (p, q) with p+ q = d. Given
a form Q of signature (p, q), the set of quadratic forms of the form Q′ with

Q′(u1, . . . , ud) = Q ((u1, . . . , ud)g)

obtained from Q by some g ∈ GLd(R), is precisely the set of quadratic forms
of signature (p, q). The group of R-points of two orthogonal groups for non-
degenerate quadratic forms of the same signature are conjugate in SLd(R).

In the following we will always (and sometimes implicitly) assume that
the quadratic forms are non-degenerate. Fixing, for a given signature (p, q),
some real quadratic form Q of this signature, we define SO(p, q) = SO(Q).
If p = d, then

SO(p, q) = SO(d)
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is compact, and if 0 < p < d it is not†. Our discussion above (and Exam-
ple 3.3(3),(4)), shows that there are various matrices g ∈ SLd(R) for which

SLd(Z)g SO(p, q)(R)

is closed or even compact – these orbits correspond‡ to rational quadratic
forms with signature (p, q).

3.1.2 Rational Stabilizer Subgroups

It is straightforward to generalize Proposition 3.1. However, setting up the
language of linear groups, in which the generalization is naturally phrased,
requires more work than does the generalization itself. We start this intro-
duction to linear algebraic groups here, discuss other classes of examples in
Sections 3.2 and 3.3, and return to the theory of linear algebraic groups in
Section 3.4 and Chapter 7. For a detailed account of algebraic geometry, we
refer to the monographs of Hartshorne [?] or Shafarevich [?], and for linear al-
gebraic groups we refer to those of Humphreys [?], Borel [?], and Springer [?].

An affine variety is a subset Z of Cn or, more generally, of Kn for another
field K with K an algebraic closure, defined by the vanishing of polynomial
equations§. We will write both Z and Z(K) for this variety, so that

Z = Z(K)

will always consist of all solutions to the polynomial equations over the alge-
braic closure. An important example for us is

SLd = {g ∈ Matd | det g − 1 = 0},

where Matd is the d2-dimensional vector space of d× d matrices.
A regular function is simply the restriction of a polynomial to the variety¶.

In order to be able to work with this definition, and in particular to have a way
to uniquely describe a regular function, we need to know when a polynomial
vanishes on the variety. The description of the set of polynomials that vanish

† Since, for example, it contains at least one copy of SO(1, 1) ∼= A as a closed subgroup.
‡ At this stage we only know one direction of this correspondence. The second direction
will be obtained from the Borel density theorem, see Exercise 3.5.1 and Exercise 4.4.1.
§ We apologize to the expert for this barbaric and old-fashioned definition, but as our focus
will usually be on rather concrete groups comprising R-points, this approach is appropriate
here. We will on occasion (indeed, are just about to) avoid mentioning the field we are

working over, but we still wish to avoid talking about schemes, spectrum, and using the
language of modern algebraic geometry.
¶ Once again we must apologize for avoiding a more general definition, our excuse being

that this is adequate for affine varieties.
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on an affine variety is given by the Hilbert Nullstellensatz(12) which we now
recall. We refer to Hungerford [?, Prop. VIII 7.4] or Eisenbud [?, Th. 1.6] for
the proof.

Theorem 3.6 (Hilbert Nullstellensatz). Let K be an algebraically closed
field, and let J ⊆ K[x1, . . . , xn] be an ideal defining the affine variety

Z(J) = {x ∈ Kn | f(x) = 0 for all f ∈ J}.

Then f ∈ K[x1, . . . , xn] vanishes on Z(J) if and only if there exists a
power fm, m > 1, of f that belongs to J .

The ideal

(J) = {f ∈ k[x1, . . . , xn] | fm ∈ J for some m > 1}

is called the radical of the ideal J . If we now write K[Z] for the ring of
regular functions on the variety Z = Z(J) defined by the ideal J , then we
can reformulate the Nullstellensatz by the formula

K[Z(J)] = K[x1, . . . , xn]/(J).

Returning to our example

SLd = Z(det(·)− 1) ⊆ Matd,

we need to establish what the radical of the ideal generated by the polyno-
mial det(·)−1 in d2 variables is in order to talk about regular functions. This
is explained by the following result.

Lemma 3.7 (SLd is Zariski connected). For any d > 1 the polyno-
mial det(g)−1 is irreducible as a polynomial in the variables gij, 1 6 i, j 6 d,
with coefficients in C (or in any other field).

Before proving this, we note that additional background in algebraic
groups would make it almost immediate by the following argument. Notice
first that the group SLd(C) of complex solutions to det(g) = 1 is connected
(this may be seen, for example, as a consequence of Lemma 1.24), and that ev-
ery point of this variety is smooth†. If now det(g)−1 = p`11 (g)p`22 (g) · · · p`k` (g)
is the decomposition into irreducible polynomials with multiplicities `i, then
the group SLd(C) would be the union of the varieties defined by p1, . . . , pk.
By connectedness of SLd(C) these varieties would have to intersect, but this
contradicts smoothness of the variety SLd at the intersection points. The
only possibility that remains is that det(g) − 1 = p`(g) for some irreducible

† This is a general property of algebraic groups: Every variety has a smooth point, and as

usual for a group any two points in the group have similar properties as the group acts
transitively, see Section 3.4.
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polynomial p and ` > 1. This is clearly impossible by degree considerations
(see the first part of the more elementary proof below).

Proof of Lemma 3.7. Suppose that det(g) − 1 = p(g)q(g), where p, q are
polynomials in the independent variables gij , 1 6 i, j 6 d. Now notice that
the determinant is linear in each of its rows, so for every pair i, j the polyno-
mial det(g)− 1 is of degree one in the variable gij . It follows that for any i, j
either p or q is independent of gij (that is, of degree zero in the variable gij).
As this holds for every pair i, j, we obtain a partition

P tQ = {(i, j) | 1 6 i, j 6 d}

of the indices so that
p(g) ∈ C[gij | (i, j) ∈ P ]

and
q(g) ∈ C[gij | (i, j) ∈ Q].

If P (or Q) is empty, then p ∈ C (respectively q ∈ C) is a scalar — which is
the desired conclusion.

With deg denoting the total degree,

d = deg(det(g)− 1) = deg(p(g)q(g)) = deg(p(g)) + deg(q(g)). (3.6)

Assuming that P and Q are both non-empty, we derive a contradiction by
defining

degP (gij) =

{
1 if (i, j) ∈ P ;

−1 if (i, j) ∈ Q,

which extends to monomials m in the usual way, and to polynomials by
defining

degP

(∑
ckmk

)
= max{degP (mk) | ck 6= 0}.

Just as in (3.6), we find that

degP (pq) = degP (p) + degP (q).

Now q must have a constant term (since det(g) − 1 has a constant term),
so degP (q) = 0. It follows that p(g)q(g) contains monomials in the vari-
ables gij with (i, j) ∈ P of total degree degP (p) = deg(p) only. However,
this is a contradiction as det(g) − 1 contains a constant term, and all other
monomials have total degree d. �

Let K be any field. We will often be interested not in the whole variety
consisting of all points in Kn defined by an ideal over the algebraic closure
of a field, but in fact only in the K-points of the variety, meaning those
vectors in Kn on which the polynomials all vanish. In general this set may
be empty because K is not assumed to be algebraically closed, and even if
it is non-empty it may not resemble the whole variety. In particular, there
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is no reason for the set of K-points to remember the ideal at all (in other
words, Theorem 3.6 does not hold without the requirement that the field
be algebraically closed). Nonetheless, we may define for any affine variety Z
its K-points as the set

Z(K) = Z ∩Kn,

where as before Z = Z(K) by definition. Moreover, we are often interested
in regular functions with ‘coefficients’ in K, which we formally define as the
ring of K-regular functions

K[Z] = K[x1, . . . , xn]/J ∩K[x1, . . . , xn],

under the assumption that Z is defined over K, meaning that J = (J) de-
fines Z and J ∩K[x1, . . . , xn] generates J ⊆ K[x1, . . . , xn]. We will return to
these notions in Section 3.4.

Let us return to our main example SLd which is defined over any field K,
since the coefficients of the polynomial det(·)−1 are integers. Hence it makes
sense to consider the ring of K-regular functions

K[SLd] = K[g11, . . . , g1d, g21, . . . , g2d, . . . , gd1, . . . , gdd]/〈det(g)− 1〉, (3.7)

where K is the field of coefficients allowed in the polynomials. For us the
field K will often be R, Qp, or Q.

A D-dimensional algebraic representation of SLd over K is a D2-tuple of
polynomials

φij(g) ∈ K[SLd]

for 1 6 i, j 6 D, which we think of as a matrix

φ ∈ MatD (K[SLd])

with the properties that φ(Id) = ID and

φ(g)φ(h) = φ(gh) (3.8)

for all g, h ∈ SLd. Equivalently, (3.8) could be required to hold as an abstract
identity in the variables gk`, hk` satisfying the polynomial condition

det(g) = det(h) = 1.

This equivalence follows from Hilbert’s Nullstellensatz (Theorem 3.6) and
Lemma 3.7.

An example of such a representation has been mentioned: If A ∈ Matd is
symmetric and g ∈ SLd, then the map

A 7−→ gAgt (3.9)
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is linear in A and polynomial in g. In fact, by identifying the space of sym-

metric matrices in Matd(Q) with the vector space QD, where D = d(d+1)
2 ,

we obtain a matrix representation φ(g) ∈ MatD of (3.9) for which the ma-
trix entries φij(g) are polynomials of total degree 2 with coefficients in Q.
Moreover, φ(g)φ(h) is the matrix corresponding to the composition

A 7−→ hAht 7−→ g
(
hAht

)
gt = (gh)A(gh)t,

which is also represented by φ(gh). Therefore, (3.8) holds by uniqueness of
matrix representations.

Let us give another representation of SLd, which will be important in
Section 3.3. The conjugation representation is defined by

Matd 3 v 7−→ gvg−1

for g ∈ SLd. Since det(g) = 1, the matrix g−1 has entries which are regular
functions (since the inverse is calculated by taking the matrix consisting
of the determinants of the minor matrices multiplied by the inverse of the
determinant). Therefore, we can again chose a basis and get a D = d2-
dimensional representation† (defined over any field K).

Proposition 3.8 (Rational stabilizer groups of points have closed
orbits). Let φ : SLd → GLD be an algebraic representation over Q, and
let v ∈ QD. Then the (rational) stabilizer subgroup

StabSLd(v) = {g ∈ SLd | φ(g)v = v}

gives rise to a closed orbit

SLd(Z)Id StabSLd(v)(R) ⊆ d

through the identity coset.

Notice that StabSLd(v) is itself a subgroup defined by polynomial equations
(and hence will be seen to be an algebraic subgroup defined over Q, once we
define this notion in Section 3.4). The proof of Proposition 3.8 is much quicker
than the discussion above, which was included to familiarize the notion of
algebraic representations of SLd.

Proof of Proposition 3.8. Notice that there are finitely many coefficients
in (a representation of) the polynomials in φ(g). Let N be their common
denominator, so that φ(γ) ∈ 1

N MatD(Z) for all γ ∈ SLd(Z). Let M be the
common denominator of the entries in v. Suppose that

SLd(Z)hn → SLd(Z)g = x, (3.10)

† As will become more and more clear, part of the art in discussing algebraic groups and

their representations will be to not really write down any concrete polynomials or regular

functions (as these quickly become quite complicated).
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with hn ∈ StabSLd(v)(R) and g ∈ SLd(R). We wish to show that

x ∈ SLd(Z) StabSLd(v)(R). (3.11)

As in the proof of Proposition 3.1, we may rewrite (3.10) as γnhn = gεn
with γn ∈ SLd(Z), εn ∈ SLd(R), and εn → Id. Applying these matrices to v
via the representation φ shows that the sequence (φ(γn)v) lies in 1

MNZ
D and

converges,
φ(γn)v = φ(γnhn)v = φ(g)φ(εn)v −→ φ(g)v.

Therefore this sequence must stabilize, and so φ(γn)v = φ(g)v for some n,
which shows that γ−1

n g ∈ StabSLd(v)(R), giving (3.11). �

Although the following is not needed for the proof above, let us try to
understand a little more about SLd(K) and algebraic representations of SLd
over any field K.

(1) As shown in Lemma 1.24, SLd(K) is generated by the elementary unipotent
subgroups

Uij(K) = {uij(t) = I + tEij | t ∈ K}

with i 6= j and Eij being the elementary matrix with (i, j)th entry 1 and
all other entries 0.

(2) SLd(K) coincides with its commutator subgroup

[SLd(K),SLd(K)] = 〈[g, h] | g, h ∈ SLd(K)〉 ,

where [g, h] = g−1h−1gh. To see this, notice that if we choose an appro-
priate diagonal matrix a then

[uij(t), a] = uij(αt)

for some α 6= 0. Hence [SLd(K),SLd(K)] ⊇ Uij(K) for all i 6= j, and the
result follows by the remark above.

(3) It follows that SLd(K) (resp. SLd(K)) cannot have any abelian factors, and
so detφ(g) = 1 for every algebraic representation over K. By Theorem 3.6
and Lemma 3.7 this must therefore also hold as an identity in

K[SLd] = K[gij : i, j = 1, . . . , d]/〈det g − 1〉.

Exercises for Section 3.1

Exercise 3.1.1. Prove that u21 − u1u2 − u22 6= 0 for (u1, u2) ∈ Q2r{0} (a fact used in
Example 3.3(2)).

Exercise 3.1.2. Prove the claim made in Example 3.3(3), by showing that the closed
orbit SL3(Z) SO(Q3)(R) ⊆ 3 has unbounded height.
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Exercise 3.1.3. Let A = SO(1, 1)(R) ⊆ SL2(R). Show that every closed A-orbit corre-

sponds (as indicated after Theorem 3.5) to a binary quadratic form with rational coeffi-
cients. Notice that this cannot hold for K = SO(2)(R).

Exercise 3.1.4. For any subspace V ⊆ Rd we define

LV = {g ∈ G | V = V g and g|V preserves the volume}.

(1) Show that SLd(Z)LV ⊆ d is closed if V is a rational subspace.

(2) More generally, let x0 = SLd(Z)g0 and let V be a Zdg0-rational subspace. Show
that x0LV is closed.

(3) Let x0 and V be as in (2). Let G < SLd(R) be a closed subgroup such that x0G is

closed. Show that x0(G ∩ LV ) is closed.

3.2 Rational Unipotent Subgroups

†In this section we will construct lattices in certain‡ connected, simply con-
nected nilpotent Lie groups. By Ado’s theorem (see Ado [?] or Knapp [?,
Th. B.8]) and Engel’s theorem (see Knapp [?, Th. 1.35],) such a group can
be embedded into the upper triangular subgroup§

N =




1 ∗ ∗ . . . ∗
1 ∗ . . . ∗

. . .
...
1


 ⊆ SLd(R) (3.12)

for some d > 1. A subgroup G < SLd(R) is called unipotent if it is conjugated
to a subgroup of N .

Theorem 3.9 (Lattices and Mal′cev basis for unipotent Q-groups).
Let G 6 SLd(R) be a connected unipotent subgroup whose Lie algebra g is a
rational subspace of sld(R). Then

G(Z) = G ∩ SLd(Z)

is a uniform lattice in G. Moreover, writing ` = dimG, there exist elements

v1, . . . , v` ∈ g ∩ sld(Q)

† This section gives more examples of compact quotients of nilpotent groups, but otherwise
is not essential for most of what follows. It will, however, become part of our proof of the

Borel Harish-Chandra theorem in Section 7.4.
‡ Once we have discussed these notions it will be easy to see that the groups we will discuss
here are of the form G = G(R) for a connected unipotent algebraic group G defined over Q.

As the theorem and its proof does not require this language we leave this fact to the reader.
§ Ado’s and Engel’s theorems are usually stated for a nilpotent Lie algebra instead of for the

corresponding simply connected group, but the former implies the latter, see Exercise 3.2.1.
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for which

G(Z) = {exp(k1v1) exp(k2v2) · · · exp(k`v`) | k1, . . . , k` ∈ Z} ,

G = G(R) = {exp(s1v1) exp(s2v2) · · · exp(s`v`) | s1, . . . , s` ∈ R} ,

and
F = {exp(s1v1) exp(s2v2) · · · exp(s`v`) | s1, . . . , s` ∈ [0, 1)}

is a fundamental domain for G(Z) in G. Moreover, the map

s1, . . . , s` 7−→ exp(s1v1) exp(s2v2) · · · exp(s`v`)

is a (polynomial) diffeomorphism between R` and G. The vectors v1, . . . , v` ∈
g are called a Mal′cev basis.

Proof. As g ⊆ sld(R) is, by assumption, both a nilpotent Lie algebra and
a rational subspace, the same holds for all the elements of the lower central
series. In particular, g1 = [g, g] is a rational subspace. By assumption g can
be conjugated into the Lie algebra of N . Therefore, the exponential map

exp(v) = I + v + 1
2v

2 + · · ·+ 1
(d−1)!v

d−1

is actually a polynomial map on g with the logarithm map

log(g) = g − I − 1
2 (g − I)2 + · · ·+ (−1)d 1

d−1 (g − I)d−1

as a polynomial inverse (which is defined on all of G). From this it follows
that the linear group G is isomorphic to its Lie algebra g if we equip the
latter with the polynomial group operation v ∗ w = log(exp(v) exp(w)).

Recall that there is a — possibly immersed — Lie subgroupG1CG with Lie
algebra g1. This shows that for sufficiently small v, w ∈ g1 the product v ∗w
lies in g1. However, using the fact that the group product v ∗ w for v, w ∈ g
is a polynomial in v and w, we can now conclude† that g1 ∗ g1 ⊆ g1. Indeed,
if ψ is a linear function vanishing on g1 and v ∈ g1 is sufficiently small,
then w 7→ ψ(v ∗ w) is a polynomial on g1 which vanishes on all sufficiently
small w. Hence ψ(v∗w) = 0 for all w ∈ g1. Reversing the roles of v and w, and
using the fact that a linear subspace is defined by the collection of all linear
functions that vanish on it, we see that g1 ∗ g1 ⊆ g1. However, this shows
that G1 = exp(g1) is simply the isomorphic image of the Lie ideal g1 and so
is a normal closed connected subgroup of G. Note furthermore that the Lie
algebra of G/G1 equals g/g1. Hence G/G1 is abelian and can be identified
with its Lie algebra under the exponential map.

† Once we have introduced the notion of Zariski density we will see that this argument
uses the fact that the Hausdorff (that is, standard) neighborhood of (0, 0) ∈ g1 × g1 is
Zariski dense in g1 × g1
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As m = dim(G1) < ` = dim(G) and the Lie algebra g1 of G1 is rational, we
may assume that the theorem already holds for the unipotent subgroup G1.
So let v1, . . . , vm be the Mal′cev basis for G1 and the uniform lattice G1(Z) =
G1 ∩ SLd(Z). Let F1 ⊆ G1 be a fundamental domain as in the corollary
for G1(Z) in G1. Let V ⊆ g be a rational linear complement to g1 < g. We
claim that the image of G(Z) in the abelian group G/G1 ' g/g1 ' V is
discrete. To see this, suppose that K ⊆ G/G1 is a compact neighborhood of
the identity and G1γ ∈ K ∩ (G(Z)/G1) ⊆ G/G1. Then we may modify the
representative γ by elements of G1(Z) on the left to ensure that γ ∈ F1 exp(V )
belongs to a fixed compact set. As G(Z) is discrete, this shows that there are
only finitely many possibilities for γG1, and so the image of G(Z) in G/G1

is discrete.
Next we claim that the image of G(Z) modulo G1 is a lattice in V . To

see this, we have to find `−m = dimV linearly independent elements in the
image of G(Z) in G/G1 ' V . This follows in turn since for every rational
element v ∈ V we have

exp(Nv) = 1 +Nv + 1
2N

2v2 + · · ·+ 1
(d−1)!N

d−1vd−1 ∈ G(Z)

for a sufficiently divisible N .
We now choose vm+1, . . . , v` ∈ g so that

exp(vj) ∈ G(Z)

for j = m+ 1, . . . , ` and the elements

G1 exp(vm+1), . . . , G1 exp(v`)

are a basis of the lattice obtained from G(Z) in G/G1. The elements

v1, . . . , vm, vm+1, . . . , v`

are now a Mal′cev basis. To see this, let γ ∈ G(Z). Considering γG1 we
find km+1, . . . , k` ∈ Z such that γG1 = G1 exp(km+1vm+1) · · · exp(k`v`), or
equivalently γ(exp(km+1vm+1) · · · exp(k`v`))

−1 ∈ G1. Applying the inductive
assumption it follows that γ = exp(k1v1) · · · exp(k`v`) for some k1, . . . , k` ∈ Z.
If g ∈ G is arbitrary we may argue similarly to obtain unique s1, . . . , s` ∈ R
with g = exp(s1v1) · · · exp(s`v`). Furthermore, if we consider g as a repre-
sentative of a coset G(Z)g we may define kj = bsjc for j = m + 1, . . . , `
and replace g by (exp(km+1vm+1) · · · exp(k`v`))

−1g. This ensures after the
replacement that we have sm+1, . . . , s` ∈ [0, 1). Applying the inductive as-
sumption to

g(exp(sm+1vm+1) · · · exp(s`v`))
−1 ∈ G1,

we deduce that the set F is indeed a fundamental domain. �
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Exercises for Section 3.2

Exercise 3.2.1. In Knapp [?, Th. B.8, Th. 1.35] it is shown that any nilpotent Lie algebra

can be embedded into the Lie algebra n of N for some d > 1 (where N is defined by (3.12)).
Use this (and the discussions regarding the exponential map of this chapter applied to G =

N) to show that every connected, simply connected nilpotent Lie group can be embedded
into N .

Exercise 3.2.2. Let G be a unipotent subgroup of SLd(R) (with a rational Lie algebra).

Show that G can be defined using polynomial equations (with rational coefficients).

3.3 Dirichlet’s Unit Theorem and Compact Torus Orbits

†In this section we study another class of examples of orbits of rational sta-
bilizer groups, which will also lead to a proof of Dirichlet’s unit theorem(13).
Let

K = Q(ζ) ∼= Q[T ]/〈m(T )〉

be an algebraic number field generated by ζ, with minimal polynomial m
of degree d = [K : Q] = degm(T ). We may assume that m(T ) is monic.
Let O ⊆ K be an order (a subring of K that is isomorphic to Zd as a group).
Replacing ζ by nζ has the effect of multiplying the non-leading coefficients
of m(T ) by powers of n. Thus we may assume that m(T ) ∈ Z[T ], so that ζ is
an algebraic integer‡, and, for example, O = Z[ζ] is an order. Even though K
can be embedded into R or C, we prefer not to think of K as a subfield of C
but rather as an abstract field, for instance as K = Q[T ]/〈m(T )〉.

Theorem 3.10 (Dirichlet unit theorem). Let O be an order in an alge-
braic number field K. The group O× of units is isomorphic to F × Zr+s−1,
where F ⊆ K is a finite group of roots of unity, r is the number of real embed-
dings K ↪→ R, and s is the number of pairs of complex embeddings K ↪→ C.

The numbers r and s may be described as follows. Splitting m(T ) over C
gives

m(T ) = (T − ζ1) · · · (T − ζr)(T − ζr+1)(T − ζr+1) · · · (T − ζr+s)(T − ζr+s),

with ζ1, . . . , ζr ∈ R and ζr+1, . . . , ζr+s ∈ CrR. As Q[T ]/〈m(T )〉 ∼= K, the
real embeddings φi : K → R are then all of the form

† This section provides interesting examples of algebraic groups (more precisely torus

subgroups) and compact orbits, and connects these to algebraic number theory. It is not
essential for most of the later chapters. It will, however, become part of our proof of the
Borel Harish-Chandra theorem in Section 7.4.
‡ An algebraic integer is an algebraic number for which the monic minimal polynomial has

integer coefficients.
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φi(f(T )) = f(ζi)

for some i = 1, . . . , r, and the complex embeddings are all of the form

φr+i(f(T )) = f(ζr+i),

respectively
φr+i(f(T )) = f(ζr+i),

for i = 1, . . . , s and f ∈ Q[T ].
Another point of view is given by studying the multiplication by T map

·T : Q[T ]/〈m(T )〉 −→ Q[T ]/〈m(T )〉
f(T ) + 〈m(T )〉 7−→ Tf(T ) + 〈m(T )〉,

or, equivalently, the multiplication map r 7→ r ·ζ on K = Q(ζ). Considered as
a linear map over Q, the characteristic polynomial of the linear map r 7→ r · ζ
is a rational polynomial which annihilates the map. It follows that m(T ) is
the characteristic and also the minimal polynomial of the map. Therefore,
the linear map r 7→ r · ζ has eigenvalues

ζ1, . . . , ζr, ζr+1, ζr+1, . . . , ζr+s, ζr+s.

More generally, if ·b is the multiplication by b ∈ K = Q(ζ) map, then its
eigenvalues (considered as a Q-linear map on the vector space K over Q) are
again†

φ1(b), . . . , φr(b), φr+1(b), φr+1(b), . . . , φr+s(b), φr+s(b).

We now discuss how to obtain a concrete matrix representation of K,
which will allow us to use the results of Section 3.1. This is quite similar to
how one can consider C as a field of 2× 2 matrices using the correspondence

a+ ib←→
(
a b
−b a

)
,

and it is helpful to view the construction below simply as an analogue of this.
In order to make the construction a bit more flexible we start with another
definition.

A proper O-ideal J ⊆ O is an additive subgroup isomorphic to Zd and for
which

O = {b ∈ K | bJ ⊆ J}.

† This follows since b = f(ξ) for some polynomial f(T ). If b ∈ KrQ then none of the

eigenvectors are in Q. In that case the eigenvectors only appear after ‘extending the scalars’,
for example replacing K ∼= Qd by K ⊗ C ∼= Cd.
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Clearly J = O is a proper ideal†. For Theorem 3.10 J = O would suffice, but
it is of independent interest to note that any proper ideal can be used as the
basis of the following construction.

So let a1, . . . , ad be a Z-basis of a proper O-ideal J . With this basis in
mind, we may now identify the linear map ·b on K with a matrix

ψ(b) ∈ Matd(Q).

We are again using row vectors so that ·b : K → K corresponds to multiplying
row vectors v ∈ Qn on the right by ψ(b). By assumption, for b ∈ K we have

b ∈ O ⇐⇒ (·(b)) (ai) ∈ J for all i⇐⇒ ψ(b) ∈ Matd(Z),

and so also

b ∈ O× ⇐⇒ ψ(b) ∈ GLd(Z) = {g ∈ Matd(Z) | det(g) = ±1}. (3.13)

Below we will be studying the subgroup

O1 = {b ∈ O× | ψ(b) ∈ SLd(Z)};

this is either O× or an index two subgroup of O×, and so it suffices to show
the desired description for O1.

Proposition 3.11 (Compact torus orbit). Let vJ = ψ(ζ) ∈ Matd(Z) and
consider the stabilizer subgroup

TJ = {g ∈ SLd | gvJg−1 = vJ}

for the conjugation action (that is, the centralizer of vJ). Then the orbit

(SLd(Z)Id)TJ(R)

is compact, and
TJ(Z) = SLd(Z) ∩ TJ(R) = ψ(O1).

In more technical language, the subgroup TJ is a special case of an alge-
braic torus (it is in fact a Q-anisotropic Q-torus). Moreover, the algebraic
group TJ is closely related to the group K|QGm obtained by applying restric-
tion of scalars to the multiplicative group Gm — it is the kernel of the Q-split
character K|Q on K|QGm. Minding our language we will not use these words
often, but we will give a short introduction to these terms in Chapter 7.

Proof of Proposition 3.11. By Proposition 3.8, we know that the orbit is
closed. We prove compactness along the lines of the proof of Proposition 3.2.
For this we need a replacement for the quadratic form, and this is provided
by the norm form

† Moreover, if O is the maximal order, then any ideal is a proper ideal.
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(b) =K|Q (b) = detψ(b)

which is originally defined on K. Since K is a field, K|Q(b) = 0 for b ∈ K if
and only if b = 0, which is similar to the hypothesis in Proposition 3.2. Let
us write

ι(v) = v1a1 + · · ·+ vdad

for v ∈ Qd, so that by assumption ι gives an isomorphism between Zd and J
as well as between Qd and K. We also note that ψ ◦ ι : Qd → Matd(Q) is
linear, and so we can extend it to a linear map

Ψ : Rd → Matd(R)

which also extends the norm form to the polynomial map x 7→ det(Ψ(x)) in d
variables x1, . . . , xd of total degree d.

Now suppose that (SLd(Z)Id)TJ(R) is unbounded. Then for some m
in Zdr{0} and h ∈ TJ(R) the vector mh is very small. This implies that

|detΨ(mh)| < 1.

We claim that
Ψ(mh) = Ψ(m)h, (3.14)

so that (in analogy to (3.5) on page 75) |detΨ(mh)| = |detΨ(m)| < 1,
which forces detΨ(m) = 0 (since detΨ(m) ∈ Z). However, m ∈ Zdr{0}
corresponding to some b = ι(m) ∈ Jr{0} cannot have

K|Q(b) = detΨ(m) = 0,

proving that (SLd(Z)Id)TJ(R) is bounded, and hence compact.
To prove the claim (3.14), and the statement TJ(Z) = ψ(O1) in the propo-

sition, we would like to understand TJ better. Notice that

{g ∈ Matd | gvJ = vJg} (3.15)

is a linear subspace defined by the requirement to commute with vJ . To
analyze the dimension† of this subspace we may conjugate vJ over C to the
diagonal matrix vdiag with eigenvalues

ζ1, . . . , ζr, ζr+1, ζr+1, . . . , ζr+s, ζr+s.

As these are all different, the only matrices that commute with vdiag are
diagonal matrices. This shows that the dimension of the subspace in (3.15)
is d. Hence

{g ∈ Matd(Q) | gvJ = vJg} = ψ(K)

† As the subspace in question is defined by rational equations, the dimension of it as a
subspace of Matd(Q) over Q equals the dimension of it as a subspace of Matd(R) over R
(and similarly for C).
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and taking the R-linear hull we get

{g ∈ Matd(R) | gvJ = vJg} = 〈ψ(K)〉R = Ψ(Rd). (3.16)

The first of these equations implies that

TJ(Z) = ψ ({b ∈ K | ψ(b) ∈ SLd(Z)}) = ψ(O1)

by (3.13).
Also notice that

ψ(ab) = ψ(a)ψ(b) (3.17)

for a, b ∈ K since ψ is giving the matrix representation of multiplication† by
elements of K in the given basis. This may also be phrased as

ψ(ι(mh)) = ψ(ι(m))h (3.18)

for m ∈ Zd and h ∈ ψ(K). Indeed, a = ι(m) ∈ J and h = ψ(b) is the
matrix which sends m corresponding to a to mh corresponding to ab, so that
the left-hand sides of (3.17) and (3.18) agree. The right-hand sides agree
tautologically, and so (3.18) follows. Equivalently we have shown Ψ(mh) =
Ψ(m)h for m ∈ Zd and h ∈ ψ(K). However, this is a linear equation in h
which therefore also holds for h ∈ Ψ(Rd). In summary, we obtain (3.14) and
the proposition follows. �

To finish the proof of Theorem 3.10 we need to analyze the structure
of TJ(R).

Proposition 3.12 (R-points of the torus subgroup). With the notation
as above,

TJ(R) ∼= M × Rr+s−1,

where M is a compact linear group with connected component of the identity
isomorphic to (S1)s.

The pair of numbers (r, s) play a similar role for TJ as the signature of
the associated quadratic form does for an orthogonal group. In this sense the
result above is an analog of Theorem 3.5.

Proof of Proposition 3.12. We already did most of the work for this in
the proof of Proposition 3.11. In fact, as in that proof, the group

TJ(R) = {g ∈ SLd(R) | gvJ = vJg}

is conjugate to‡

† As K is commutative, we do not have to worry about the order of multiplication of the

matrices.
‡ Just as in the theory of Jordan normal forms, this follows quickly from consideration

of Rd as an R[T ]-module, where T acts via vJ , which gives
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{g ∈ SLd(R) | gvζ,R = vζ,Rg}

where vζ,R is the block-diagonal matrix

vζ,R =



ζ1
. . .

ζr
ı(ζr+1)

. . .

ı(ζr+s)


∈ Matd(R)

and ı is the map defined by

ı : x+ iy →
(
x y
−y x

)
.

We use vζ,R (instead of vdiag) to ensure that the conjugation takes place
over R, which is needed to analyze TJ(R). It is easy to check (for example,
by a dimension argument as in the proof of Proposition 3.11) that

{g ∈ Matd(R) | gvζ,R = vζ,Rg}

=





a1

. . .

ar
ı(b1)

. . .

ı(bs)


| a1, . . . , ar ∈ R, b1, . . . , bs ∈ C


.

Therefore TJ(R) is isomorphic to the multiplicative group

{(a1, . . . , ar, b1, . . . , bs) ∈ Rr × Cs | a1 · · · ar|b1|2 · · · |bs|2 = 1}

which contains the non-compact part

{(et1 , . . . , etr , etr+1 , . . . , etr+s) | t1 + · · ·+ tr + 2tr+1 + · · ·+ 2tr+s = 0},

and this is isomorphic (as a Lie group) to Rr+s−1. The subgroup M ⊆ TJ(R)
is then the subgroup isomorphic to the ‘group of signs’

{(ε1, . . . , εr, z1, . . . , zs) | εi ∈ {±1}, |zi| = 1, ε1 · · · εr = 1}.

Rd ∼= R[T ]/〈T−ζ1〉 × · · · × R[T ]/〈T−ζr〉 × R[T ]/〈pζr+1
(T )〉 × · · · × R[T ]/〈pζr+s (T )〉,

where pζr+1
(T ), . . . , pζr+s (T ) are the quadratic real minimal polynomials

of ζr+1, . . . , ζr+s ∈ C. We refer to Hungerford [?, Ch. VII] for the details.
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�

Proof of Theorem 3.10. By Proposition 3.11, O1 is isomorphic to a (uni-
form) lattice in TJ(R), which by Proposition 3.12 is isomorphic to the abelian
group M × Rr+s−1. Taking the quotient by M we obtain a uniform lat-
tice in Rr+s−1, which must be generated by r + s − 1 elements. Suppose
that b1, . . . , br+s−1 ∈ O1 are elements that give rise to a Z-basis of the lat-
tices in Rr+s−1. Then b1, . . . , br+s−1 generate O1 up to the kernel of the map
from O1 to Rr+s−1. However, this kernel F maps under ψ and the isomor-
phism to M ×Rr+s−1 to the compact group M (with discrete image) and so
must be finite. �

3.3.1 More on Compact Orbits for the Diagonal
Subgroup

†The proof above, while it fits naturally into our discussion, is certainly not
the shortest proof of Dirichlet’s unit theorem. However, the set-up used here
can be used further to discuss interesting distribution properties of compact
orbits arising from number fields. For this we define the complete Galois
embedding

φ = (φ1, . . . , φr, φr+1, . . . , φr+s) : K → Rr × Cs ∼= Rr+2s (3.19)

(which clearly is an embedding, since each φi is injective). We define (r, s)
to be the type of the number field (as mentioned this plays the role of the
signature of a quadratic form), and define Tr,s to be the centralizer of a
regular matrix

vr,s =



α1

. . .

αr
ı(β1)

. . .

ı(βs)


with pairwise different αj ∈ R and βj ∈ CrR.

Proposition 3.13 (Ideal classes and torus orbits). Let K be a number
field of type (r, s), and let O be an order in K. Then for any proper O-
ideal J ⊆ K the normalized lattice

xJ =
1

(φ(J))1/d
φ(J) ∈ d

† The remainder of Section 3.3 will not be needed again.
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has compact orbit under Tr,s(R). Two ideals J1, J2 give rise to the same orbit
if and only if they are ideals in the same number field (and order), and are
equivalent (that is, there exists some a ∈ Kr{0} with J1 = aJ2).

For the relationship above between ideal classes and compact orbits, we
need to agree on the following convention. For a given field K and all its iso-
morphic copies we agree to pick one representative, say K, and one complete
Galois embedding φ as in (3.19).

Proof of Proposition 3.13. Let K = Q(ζ), O, and J be given. We will
use the same notation as used in Proposition 3.11. Recall that {a1, . . . , ad}
is a basis of J , and (replacing a1 with −a1 if necessary) we may assume that

gJ =
1

(φ(J))1/d

φ(a1)
...

φ(ad)


has determinant one. By construction, xJ = ZdgJ ; also notice that gJ is up
to the scalar the matrix representation of the map φ from K (with the ba-
sis {a1, . . . , ad}) to Rr × Cs (with the standard basis). Furthermore, recall
that vJ = ψ(ζ) is the matrix representation of multiplication by ζ on K (with
basis a1, . . . , ad). In Rr × Cs multiplication by ζ corresponds to multiplying
the various coordinates by φ1(ζ), . . . , φr(ζ) and to applying the matrices cor-
responding to the complex numbers φr+1(ζ), . . . , φr+s(ζ) respectively; that
is, to an application of a block-diagonal matrix vζ,R. This shows (as we are
using row vectors) that

vJgJ = gJvζ,R. (3.20)

Now vζ,R is of the same type as vr,s and defines the same centralizer Tr,s.
Therefore,

Tr,s = g−1
J TJgJ

since
g−1
J ggJvζ,R = g−1

J gvJgJ = g−1
J vJggJ = vζ,Rg

−1
J ggJ

for any g ∈ TJ . Moreover,

SLd(Z)gJTr,s(R) = SLd(Z)TJ(R)gJ

is compact by Proposition 3.11.
Notice that if we choose a different basis of J , then this does not change the

point xJ ∈ d. Also notice that if J ′ = bJ for some b ∈ K× then ba1, . . . , bad
is a basis of J ′, and using this basis we see by (3.20) (which by the same
argument also holds for ·b instead of ·ζ) that

gJ′ = ψ(b)gJ = gJvb,R.

Since vb,R ∈ Tr,s(R) this shows that
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xJ′ ∈ xJTr,s(R),

which is the first direction of the second claim in the proposition.
Let now J (and J ′) be a proper O (respectively O′)-ideal in a number

field K (respectively K ′), let xJ , xJ′ be the corresponding elements of d, and
assume that

xJ′ = xJ t

for some t ∈ Tr,s(R). By the definition of properness for an O-ideal J we
have

O = {a ∈ K | aJ ⊆ J}
∼= {v ∈ 〈ψ(K)〉R | Zdv ⊆ Zd} (via v = ψ(a))

= {v ∈ Matd(R) | vvJ = vJv and Zdv ⊆ Zd}
∼= {v ∈ Matd(R) | vvr,s = vr,sv and xJv ⊆ xJ},

via conjugation by gJ . The latter set comprises all block diagonal matrices
with entries φ(a) for all a ∈ O. For the lattices xJ′ and xJ , this implies
that O ∼= O′ and hence K ∼= K ′. By the convention discussed just after the
proposition, this means that K = K ′, and that the same complete Galois
embedding φ is used. By the argument above, this also implies that O = O′.
Suppose that a1, . . . , ad is a basis of J , so that xJ = ZdgJ as before. Choosing
the basis a′1, . . . , a

′
d of J ′ correctly gives xJ′ = ZdgJ′ and gJ′ = gJ t. This

shows that φi(a
′
j) = φi(aj)ti where ti (in R or C) is the ith entry of the

block-diagonal matrix t ∈ Tr,s(R). This implies that

ti = φi

(
a′j
aj

)
is independent of j. Hence there exists some b ∈ K with

ti = φi(b)

for i = 1, . . . , r + s, and it follows that J ′ = bJ . �

We remark that for a given order O there are only finitely many inequiv-
alent ideal classes of proper O-ideals. This observation makes the follow-
ing folklore conjecture (generalizing results and conjectures of Linnik) well-
formulated.

Conjecture 3.14. For a given order O in an algebraic number field K of
type (r, s), let µO be the probability measure on d obtained from normal-
izing the sum of the Tr,s(R)-invariant probability measures on xJTr,s(R)
for the various ideal classes of proper O-ideals. Then, as the discrimi-
nant D = ((φ(J)))

2
goes to infinity, all of the weak*-limit of the measures µO

are Haar measures of finite volume orbits xL for some closed linear sub-
group L ⊆ SLd(R).
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This conjecture has been shown for d = 2 by Duke [?] (using subconvexity
of L-functions, building on a breakthrough of Iwaniec [?]), and for d = 3 and
type r = 3, s = 0 by Einsiedler, Lindenstrauss, Michel and Venkatesh [?]
(by combining subconvexity bounds for L-functions with ergodic methods).
More accessible but weaker results are contained in [?] and [?].

Exercises for Section 3.3

Exercise 3.3.1. (a) Let d > 2. Show that the compact orbits of T(d,0)(R) (of type (d, 0))

in d are all of the form xJT for some proper O-ideal and some order O ⊆ K in a totally
real number field.

(b) Show that this is not the case for the type (0, d/2) (with d even).

(c) Decide the same question for the remaining cases.

3.4 Linear Algebraic Groups

In this section and in Chapter 7 we will introduce linear algebraic groups,
and will link this concept to the theory of linear Lie groups, pointing out the
obvious similarities as well as some of the more subtle differences between
the theories. We start with the basic definitions, but in order to avoid being
too diverted by this important (and large) theory, we will be brief at times.

3.4.1 Basic Notions of Algebraic Varieties

Let K be a field† and let K denote an algebraic closure of K. A subset S ⊆ Kd

is called Zariski closed if S = Z(J ) is the variety Z(J ) defined by a subset

or, without loss of generality, an ideal J ⊆ K[x1, . . . , xd]. A subset S ⊆ Kd is
also called Zariski K-closed if J can be chosen in K[x1, . . . , xd]. The Zariski
closed subsets are the closed sets of a topology, which is called the Zariski
topology. This is easily checked:

• If S1 = Z(J1) and S2 = Z(J2) then S1 ∪ S2 = Z(J1J2).
• If Sα = Z(Jα) for α ∈ A, then

⋂
α∈A

Sα = Z

(⋃
α∈A

Jα

)
.

† We will generally be interested in the cases R, Qp and Q, but will only assume that the
field has characteristic zero a little later.
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If K = R, K = C, or K = Qp, then clearly every Zariski closed (or Zariski
open) subset is also closed (or open) in the usual sense. For most of the
derived properties (density, connectedness) this is not clear and indeed is
often false. We will always say Zariski open, Zariski closed, Zariski dense,
and so on, if we refer to properties of the Zariski topology. When we use the
words open, closed, dense, and so on, then this will refer to the metric (often
also referred to as the Hausdorff ) topology of Rd, Cd, or Qdp derived from the
norms on these spaces.

A variety (equivalently, a Zariski closed set) is called Zariski connected†

or irreducible if it is not a union of two proper Zariski closed subsets. Equiv-
alently, a variety Z is irreducible if its ring of regular functions

K[Z] = K[x1, . . . , xd]/J(Z)

is a principal ideal domain (that is, without zero divisors).
Assume now that Z = Z(J ) is a connected variety. Then we can form the

field of rational functions K(Z) comprising all quotients f
g with f, g ∈ K[Z]

and g 6= 0. The transcendence degree‡ (see Hungerford [?, Sec. VI.1]) of K(Z)

is the dimension dim(Z) of the variety Z. Notice that if Z = Kd then the
dimension of Z is d, and if Z is defined by a single irreducible polynomial

f ∈ K[x1, . . . , xd]

(in which case Z is called a hypersurface), then the dimension of Z is (d−1).
The following lemma further reinforces our intuition concerning this notion
of dimension.

Lemma 3.15 (Strict monotonicity of dimension). Suppose that Z2 ⊆
Z1 is a proper connected subvariety of a connected variety Z1 ⊆ K

d
. Then

dimZ2 < dimZ1.

Proof. By definition

K[Z1] = K[x1, . . . , xd]/J1,

with J1 = J(Z1), has transcendence degree k = dimZ1. By reordering the
variables if necessary, we may assume that

† This definition does not match the topological definition of connectedness, but it will
come closer to doing so so in the context of algebraic subgroups.
‡ A field extension F|K has transcendence degree n if F contains n mutually transcendental
elements f1, . . . , fn ∈ F (that is, elements with the property that the evaluation map

K[T1, . . . , Tn] 3 g 7→ g(f1, . . . , fn)

is injective) but does not contain n+ 1 mutually transcendental elements.
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x1 + J1, . . . , xk + J1 ∈ K[Z1] (3.21)

are algebraically independent, and

xk+1 + J1, . . . , xd + J1

are algebraically dependent on the elements in (3.21). All other regular or
rational functions in K(Z1) are then algebraically dependent on the elements
in (3.21). It follows that

K(Z1) ∼= K(x1, . . . , xk) [xk+1 + J1, . . . , xd + J1]

is a finite field extension of the field of rational functions in the first k vari-
ables.

Since Z2 ⊆ Z1 is a proper subvariety, there exists some f ∈ J(Z2)rJ(Z1).
As f + J1 is non-zero in K(Z1), there exists some

g + J1 ∈ K(x1, . . . , xk) [xk+1 + J1, . . . , xd + J1]

such that fg + J1 = 1 + J1. Clearing the denominators (which belong
to K[x1, . . . , xk]) in this relation, we find that there exists some g1 ∈ K[Z1]
such that

fg1 + J1 = h+ J1

for some non-zero h ∈ K[x1, . . . , xk]∩J (Z2). This shows that the transcen-
dence degree of K(Z2) is less than or equal to k − 1. �

Assume again that Z ⊆ Kd is a connected k-dimensional variety. A
point x(0) ∈ Z is called smooth if the ‘tangent space’ in the variables u1, . . . , ud
defined by

d∑
j=1

uj∂xjf(x(0)) = (u1, . . . , ud) · ∇f(x(0)) = 0

for all f ∈ J(Z), is k-dimensional. The partial derivatives are defined as ab-
stract linear maps on the space of polynomials (so that the definition matches
the usual maps if K is R or C). It satisfies the usual properties (the product
and chain rules, for example) over any field K. The reader may quickly decide
which points of the variety defined by the equation y2 = x3 are smooth in
this sense (and thus see why the definition makes sense and accords with ge-
ometrical intuition; see also Lemma 3.18). A variety is called smooth if every
point of the variety is a smooth point.

Lemma 3.16 (Most points are smooth). Let Z ⊆ Kd be a connected
variety and suppose the characteristic K of the field K is zero. Then the set
of smooth points of Z is a non-empty Zariski open subset of Z. Moreover,
the tangent space has at no point of Z a dimension smaller than dimZ.
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The lemma should indeed be interpreted as saying that most points of a
connected variety are smooth. This is because a non-empty Zariski open sub-
set of a connected variety is automatically Zariski dense. Moreover, Zariski
dense and Zariski open subsets of any variety have a nice intersection prop-
erty†: every finite intersection of Zariski dense and open subsets is again
Zariski dense and open.

Proof of Lemma 3.16. Let k = dimZ, and assume again that

x1 + J(Z), . . . , xk + J(Z) ∈ K(Z)

are algebraically independent while

xk+1 + J(Z), . . . , xd + J(Z)

are algebraically dependent on

x1 + J(Z), . . . , xk + J(Z).

Thus there exists, for every ` ∈ {k + 1, . . . , d} a non-zero polynomial

f` ∈ K[x1, . . . , x`] ∩ J(Z)

of minimal degree in x` for which (viewed as a polynomial in x`) the non-zero
coefficients do not belong to K[x1, . . . , x`−1] ∩ J(Z). Since K = 0, we get‡

g` = ∂x`f` /∈ J(Z).

Using the derivative ∇(f`) (for ` = k + 1, . . . , d) of these polynomials (as
equations that define the tangent space) we see that every point outside the
proper subvariety defined by the ideal

〈gk+1 · · · gd, J(Z)〉

(that is, every point in a non-empty Zariski open subset O) has a tangent
space of dimension less than or equal to k. To see that these points are smooth
points of the variety we have to show that the tangent space is indeed k-
dimensional. We show this first§ on an even smaller Zariski open subset O′.

We claim that there exists some non-zero h ∈ K[x1, . . . , xd]rJ with

hJ ⊆ (fk+1, . . . , fd).

† For a connected variety this is easy to see. For a general variety this follows for example
from the decomposition discussed in Lemma 3.17.
‡ If K = p and it so happens that f` is a polynomial in x1, . . . , x`−1, x

p
` then ∂x`f` = 0.

With more care this problem can be dealt with — we refer to Hartshorne [?] for the details.
§ We use this step below to show that we can never have a tangent space of dimension
strictly less than k, hence we cannot rely on this fact here.
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Assuming the claim we see that hf = g′1fk+1 + · · ·+ g′d−kfd, so that

∇(hf) = ∇(h)f + h∇(f) =

∇(g′1)fk+1 + g′1∇(fk+1) + · · ·+∇(g′d−k)fd + g′d−k∇(fd).

After evaluation at any point x ∈ Z we then get

h(x)∇(f)(x) = g′1(x)∇(fk+1)(x) + · · ·+ g′d−k(x)∇(fd)(x)

which expresses ∇(f)(x) as a linear combination of ∇(fj)(x) for

j = k + 1, . . . , d

if only h(x) 6= 0. This shows that on the Zariski open set

O′ = ZrZ(hgk+1 · · · gd)

every tangent space is exactly k-dimensional.
We now prove the claim. As J is finitely generated and prime, we only have

to show that for every f ∈ J there is some h /∈ J with hf ∈ (fk+1, . . . , fd).
If f ∈ K[x1, . . . , xk+1] ∩ J , then we can take h to be a power of the lead-
ing coefficient of fk+1 (considered as a polynomial in xk+1 with coefficients
in K[x1, . . . , xk]). In fact, with this choice of h we ensure that we can apply
division with remainder† to obtain hf = afk+1 + b where b = 0 as it has
smaller degree in xk+1 than fk+1 does and belongs to J . By induction on `
the same argument applies for any f ∈ K[x1, . . . , x`+1] ∩ J (where we will
have b ∈ K[x1, . . . , x`] ∩ J by the same argument).

It remains to show that the set of smooth points is Zariski open and that
at no point of Z the tangent space has dimension < k. If now

x(0) =
(
x

(0)
1 , . . . , x

(0)
d

)
∈ Z

is an arbitrary smooth point, or more generally a point whose tangent space
has dimension K 6 k, then we may reorder the variables so that the tangent
space projects onto the subspace spanned by the first K basis vectors, and
so that for each ` ∈ {K + 1, . . . , d} there exists some f` ∈ J(Z) such that

(∇f`)` 6= 0

but
(∇f`)j = 0

for j ∈ {K + 1, . . . , d}r{`}. It follows that the determinant

† Formally we apply division with remainder in the Euclidean domain K(x1, . . . , xk)[xk+1],
and later in the argument in the Euclidean domain K(x1 + J, . . . , x` + J)[x`+1].
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g = det (∇f`)j ,

where `, j ∈ {K + 1, . . . , d}, does not vanish at the point x(0). Unfolding the
definition shows that any other point

x ∈ Og = ZrZ(g)

is also a point at which the tangent space has dimension less than or equal
to K, which is less than or equal to k.

If K < k at some point x(0), then we have found a non-empty Zariski open
subset Og on which all points have tangent spaces of dimension less than or
equal to K. However, as Z is irreducible this set would have to intersect the
non-empty Zariski open subset O′ (on which the tangent spaces are known
to be k-dimensional) nontrivially, which would give a contradiction.

Therefore, there is no point where the tangent space has dimension strictly
less than k, and so applying the argument for K = k we see that the set of
smooth points is Zariski open (and Zariski dense). �

To generalize the notion of smoothness to general varieties we need another
lemma.

Lemma 3.17 (Decomposition into Zariski connected components).
Let Z be a variety. Then Z is a finite union

Z =

n⋃
i=1

Zi

of connected varieties Z1, . . . , Zn, where we may and will assume that Zi 6⊆ Zj
for i 6= j. We will refer to Z1, . . . , Zn as the Zariski connected components.
We claim furthermore that the decomposition into Zariski connected compo-
nents is (up to their order) unique.

We note that if Z is a hypersurface, then the claimed existence and unique-
ness follow quickly from the statement that K[x1, . . . , xd] is a unique factor-
ization domain.

Sketch of Proof of Lemma 3.17. The existence of the decomposition fol-
lows from the fact that K[x1, . . . , xd] is Noetherian. We sketch the argument.
If J = J(Z) ⊆ K[x1, . . . , xd] is not a prime ideal, then there exist

f1, f2 ∈ K[x1, . . . , xd]rJ

with f1f2 ∈ J . We may define J1 = 〈J, f1〉 and J2 = 〈J, f2〉. Notice
that J1J2 ⊆ J ⊆ J1 ∩ J2. If both of these are prime ideals, then we are
done (see below). If not, then we may assume that J1 is not a prime ideal,
and repeating the argument gives ideals J1,1, J1,2. We do the same for J2

if J2 is not a prime ideal, and repeat as necessary. By the Noetherian prop-
erty this construction has to terminate after finitely many steps. In other
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words, we can always find a finite tree with J at the top and prime ideals
at the bottom, as illustrated in Figure 3.1.

J11

J

J1 J2

J12

Fig. 3.1 Ideals inside J .

If the prime ideals found are denoted P1, . . . , Pn, then we have (by con-
struction of the prime ideals) that

P1 · · ·Pn ⊆ J ⊆
n⋂
i=1

Pi. (3.22)

This translates to the statement

Z =

n⋃
i=1

Z(Pi).

If the list of prime ideals has repetitions, we simply remove the repetitions.
Also, if Pi ⊆ Pj for i 6= j then Z(Pi) ⊇ Z(Pj) and we remove Pj from the
list. Using J = (J), we can now show that (3.22) still holds for the shortened
list. Finally, uniqueness follows directly from the definitions: If P1, . . . , Pn
and P ′1, . . . , P

′
m both satisfy (3.22) (and are minimal lists), then for every

j ∈ {1, . . . ,m}

we have
P1 · · ·Pn ⊆ P ′j

and since P ′j is a prime ideal there exists some i(j) with Pi(j) ⊆ Pj . Simi-
larly, there exists for every i ∈ {1, . . . , n} some j(i) with P ′j(i) ⊆ Pi. Since

now Pi(j(i)) ⊆ Pi for every i and P ′j(i(j)) ⊆ P
′
j for every j, it follows that i(·)

and j(·) are inverses of each other, m = n, and P ′j(i) = Pi. �

A point x(0) ∈ Z of a (not necessarily connected) variety is smooth if x(0)

belongs to precisely one of the connected varieties Zi ⊆ Z as above, and x(0)

is a smooth point of Zi. Lemma 3.18 now says that inside every variety Z
the subset of points that are smooth points of Z is a Zariski open and dense
subset of Z.
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3.4.2 Properties concerning the field

One smooth K-point of a variety already gives rise to many other K-points,
if K is a local field.

Lemma 3.18 (Neighborhoods of smooth points). Let Z ⊆ Cd be a k-
dimensional connected variety defined over R. Let x(0) ∈ Z(R) be a smooth
point. Then there exists an analytic function defined on an open subset in Rk
which is a homeomorphism to a neighborhood of x(0) ∈ Z(R). The same holds
over C or over Qp for a prime p <∞.

Proof. Choose some f1, . . . , fd−k ∈ J(Z) such that ∇(fj)(x
(0)) are lin-

early independent for j = 1, . . . , d− k. By choosing a new coordinate sys-
tem x1, . . . , xk, y1, . . . , yd−k (which we will abbreviate to x, y) we can assume
without loss of generality that

∂yi(fj)(x
(0), y(0)) = δij

for i, j = 1, . . . , d− k, and furthermore

∂xi(fj)(x
(0), y(0)) = 0

for i = 1, . . . , k and j = 1, . . . , d− k.
Applying the implicit function theorem (over R, C, or(14) Qp) on a neigh-

borhood of (x(0), y(0)) to the equations f1(x, y) = · · · = fd−k(x, y) = 0, we
obtain (d− k) analytic functions φ1(x), . . . , φd−k(x) which are all defined on
a neighborhood U of x(0) such that

fj (x, φ1(x), . . . , φd−k(x)) = 0

for j = 1, . . . , d− k. It remains to see why the points

(x, φ1(x), . . . , φd−k(x))

belong to Z (this is in question because we do not know whether f1, . . . , fd−k
generate J (Z)) in some possibly smaller neighborhood U ′ ⊆ U .

Let
J ′ = 〈f1, . . . , fd−k〉 ⊆J = J (Z)

and Z(J ′) = Z ∪ Z ′, where Z ′ is the union of all connected components
of Z(J ′) other than Z. Here Z cannot be contained properly in a connected
component of Z ′ ⊆ Z(J ′) since the tangent space of Z(J ′) at

(
x(0), y(0)

)
has dimension k, which would contradict Lemma 3.15 and Lemma 3.16.

We claim that (x(0), y(0)) /∈ Z ′. Assuming this claim, there exists some
polynomial g ∈ J (Z ′) with g(x(0), y(0)) 6= 0. Suppose now that f ∈ J .
Then the product f · g vanishes on

Z ∪ Z ′ = Z(J ′),
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and so there exists some ` with (fg)` ∈ J ′ by Hilbert’s Nullstellensatz
(Theorem 3.6). Let

U ′ = {x ∈ U | g(x, φ1(x), . . . , φd−k(x)) 6= 0},

and suppose that x ∈ U ′. Then

(fg)` (x, φ1(x), . . . , φd−k(x)) = 0

since all elements in J ′ vanish on such vectors (by definition of φ1, . . . , φd−k).
However, since x ∈ U ′, this shows that

f (x, φ1(x), . . . , φd−k(x)) = 0

for all f ∈J and x ∈ U ′, as required.
To prove the claim† we will show that after removing all connected com-

ponents of Z ′ that do not contain (x(0), y(0)) from Z(J ′) = Z ∪Z ′ we obtain
a connected variety Z ′′ (see below for a more formal definition). Since Z
is not removed, this then implies that Z ′′ = Z and that Z ′ does not con-
tain (x(0), y(0)) as claimed.

Let R = R[x, y] be the ring of polynomials, let

M = {f ∈ R | f(x(0), y(0)) = 0}

be the maximal ideal in R corresponding to (x(0), y(0)), and let

RM =

{
f

g
| f, g ∈ R[x, y] with g /∈M

}
be the local ring‡ corresponding to M (consisting of rational functions that
are well-defined at (x(0), y(0))).

Let Z1, . . . , Za be the connected components of Z ∪ Z ′ = Z(J ′) that con-
tain (x(0), y(0)), and let Z ′1, . . . , Z

′
b be those that do not contain (x(0), y(0)).

Making our definition above more precise, we set Z ′′ = Z1∪· · ·∪Za. We now
show that

J ′′ = (J ′RM ) ∩R =

{
f =

p

q
∈ R | p ∈ J ′, q /∈M

}
defines the variety Z ′′. Pick a polynomial qj ∈ J(Z ′j) with qj(x

(0), y(0)) 6= 0
for j = 1, . . . , b. Choose any polynomials Fi ∈ J(Zi) for i = 1, . . . , a. Then
by Hilbert’s Nullstellensatz (Theorem 3.6) there exists some ` > 1 with

† A slight warning is in order. The remainder of this argument is surprisingly long, and
quite algebraic. The reader who wishes to only get a glimpse of the algebraic background

may decide to skip it, we will not need this type of argument again.
‡ A local ring is a ring with a unique maximal ideal. The ring RM is the localization of R

at M , it is a local ring with maximal ideal MRM .
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3.4 Linear Algebraic Groups 105

(F1 · · ·Faq1 · · · qb)` ∈ J ′.

Using only the definition of J ′′, this implies that (F1 · · ·Fa)` ∈ J ′′. Using the
Noetherian property of R we find some ` > 1 with J(Z1)` · · · J(Za)` ⊆ J ′′

and so Z(J ′′) ⊆ Z ′′ = Z1 ∪ · · · ∪ Za.
For the opposite inclusion, fix some i ∈ {1, . . . , a} and notice that by

definition any f ∈ J ′′ is of the form f = p
q with

p ∈ J ′ ⊆ J(Zi)

and
q /∈M ⊇ J(Zi),

which gives f ∈ J(Zi). This shows that J ′′ ⊆ J(Zi) and so Zi ⊆ Z(J ′′)
for i = 1, . . . , a.

We will show the claim by showing that J ′′ is a prime ideal (which then
gives the claim that a = 1 and Z ′′ = Z). For this we prove that f ∈ J ′′ if
and only if there exists a neighborhood O of (x(0), y(0)) in

M = {(x, φ1(x), . . . , φd−k(x)) | x ∈ U}

such that the restriction of f to O is zero. By the properties of φ1, . . . , φd−k
any such restriction can be identified with an analytic function on a neigh-
borhood of x(0) inside U , and so the restriction is uniquely determined by its
Taylor expansion at x(0). Since the Cauchy product of Taylor series has no
zero-divisors†, this equivalence then shows that J ′′ is a prime ideal.

Suppose first that f ∈ J ′′. Then f = p
q , where p ∈ J ′ vanishes on M (by

definition of M), and q does not vanish at (x(0), y(0)). This shows that there
is a neighborhood O on which f is well-defined and identical to zero.

Now suppose that f is a polynomial for which there exists a neighbor-
hood O of (x(0), y(0)) in M on which f vanishes. By our assumptions from

the beginning of the proof we have fj(x, y) ∈ yj − y
(0)
j + M2 (where M2

consists of all polynomials that vanish with order 2 or more at (x(0), y(0))).
Let n > 1 be arbitrary. We can now use the polynomials fj to express the
polynomial f as above in the form

f ∈
n∑
`=0

F`(x− x(0)) +Rn+1(x, y) + J ′,

where F` is a homogeneous polynomial of degree ` for ` = 0, . . . , n and the
polynomial Rn+1(x, y) ∈ Mn+1 only has terms that vanish of order n + 1
or higher. This shows that

∑n
`=0 F`(x − x(0)) is the Taylor approximation

† The Cauchy product of
∑∞
n=0 anx

n and
∑∞
n=0 bnx

n is the series
∑∞
n=0 cnx

n with cn =∑n
j=0 ajbn−j for n > 0; viewed either as formal power series or as functions where they

converge, the product will only vanish if one of the series vanishes.
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of f(x, φ1(x), . . . , φd−k(x)) at x(0) of degree n. Since f vanishes in a neighbor-
hood of (x(0), y(0)) in M we have

∑n
`=0 F` = 0. This shows that f ∈ J ′+Mn

for all n > 1.
A corollary of Nakayama’s lemma states that

∞⋂
n=1

(I +Mn) = I

in any local Noetherian ring with an ideal I and a maximal ideal M . We refer
to Hungerford [?, Cor. VIII.4.7] and Matsumura [?] for convenient sources
for this result. Switching from the ring R to the local ring RM we see that

f ∈
∞⋂
n=1

(J ′RM +MnRM ) ,

which gives f ∈ J ′RM and so f ∈ J ′′. This establishes the above equivalence,
and hence shows that J ′′ is a prime ideal, the claim, and so also the lemma.
�

In Section 3.1 we considered two notions of ‘K varieties’: A variety Z is
defined over F, for some subfield† F ⊆ K, if its complete ideal of relations (as
in the Hilbert Nullstellensatz Theorem 3.6) is generated by polynomials with
coefficients in F. On the other, a variety is F-closed if it can be defined by
polynomials with coefficients in F.

As in any topological space, we can define a notion of closure: the Zariski

closure of a subset S ⊆ Kd is the smallest Zariski closed subset Z ⊆ Kd

containing S. This notion has many convenient properties, including good
behavior with regards to subfields. Note however, that the Zariski closure of
a subset in Rd is frequently much bigger than the closure in the Hausdorff
topology.

Lemma 3.19 (Closures of subsets of Fd). Let F ⊆ K be any subfield
and S ⊆ Fd. Then the Zariski closure of S is defined over F.

Proof. Suppose that f is a polynomial in x1, . . . , xd that vanishes on S.
Let V be the vector space generated by the coefficients of f over F. Let a1, . . . , an
be a basis of V over F, and write

f =

n∑
i=1

fiai

with fi ∈ F[x1, . . . , xd]. For any x ∈ S we now have

† We introduce this extra field for example in order to set K = R, K = C, and F = Q.
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f(x) =

n∑
i=1

fi(x)︸ ︷︷ ︸
∈K

ai = 0,

and so fi(x) = 0 for i = 1, . . . , n. This shows that the ideal of polynomials
that vanish on S is generated by those that have coefficients in F. �

Clearly a variety that is defined over K is also K-closed. In general the
converse is not true, but fortunately this problem only manifests itself over
fields of positive characteristic.

Lemma 3.20 (K-closed vs. defined over K). Suppose that K has char-
acteristic zero. Then a K-closed variety (or a variety that is stable under all
Galois automorphisms of K|K) is also defined over K.

Proof. Let Z = Z(f1, . . . , fn) be the variety defined by the polynomials

f1, . . . , fn ∈ K[x1, . . . , xd],

and suppose that f ∈ K[x1, . . . , xd] vanishes on Z (that is, suppose that f
lies in J(Z)). Then there exists a finite Galois field extension L|K such that f
has coefficients in L.

Let σ be any Galois automorphism of the extension L|K. We now claim
that the polynomial σ(f) obtained by applying σ to all coefficients of f also
belongs to J(Z). This is straightforward to check as follows. Since Z is K-
closed, any Galois automorphism of K|K maps Z = Z(K) onto Z. Extending
the automorphism σ of L|K in some way to an automorphism of K|K we get

(σ(f)) (x) = (σ(f))
(
σ(σ−1(x))

)
= σ

(
f(σ−1(x)︸ ︷︷ ︸

∈Z

)

︸ ︷︷ ︸
=0

)
= 0

for all x ∈ Z.
The claim now implies that tr(f) =

∑
σ σ(f), where the sum is taken over

the finite list of Galois automorphisms of L|K, belongs to J(Z). Clearly tr(f)
has coefficients in L and is fixed by all Galois automorphisms of L|K. There-
fore, tr(f) ∈ K[x1, . . . , xd] (this requires the assumption that (K) = 0).

We next claim that there exist elements

a1, . . . , a[L|K] ∈ L

and
a∗1, . . . , a

∗
[L|K] ∈ L

that are dual bases in the sense that

tr(a∗i aj) = δij =

{
1 if i = j,

0 if i 6= j,
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for all i, j. We then have

a =
∑
i

tr(a∗i a)ai,

which also holds for the polynomial f instead of a ∈ L. Since

tr(a∗i f) ∈ J(Z) ∩K[x1, . . . , xd]

by the argument above, the lemma follows from the claim.
It remains to construct the dual basis. Let a1, . . . , a[L:K] ∈ L be any basis

of L over K. By linear algebra there exists a dual basis for the dual vector
space L∗ over K. We claim that the map sending a ∈ L to φ(a) ∈ L∗ defined
by

φ(a)(b) = tr(ab)

is an isomorphism of vector spaces. This may be seen as follows:

• φ(1)(1) = tr(1) = [L : K], so φ is non-trivial (again since (K) = 0);
• if φ(a) = 0 then also φ(aa′)(b) = tr (a(a′b)) = 0 for all a′, b ∈ L, so the

kernel of φ is an ideal, and the field L has no non-trivial ideals.

Thus the pre-image under φ of the dual basis in L∗ gives a dual basis in the
above sense in L.

If the variety Z is only assumed to be invariant under all Galois automor-
phisms, then once more J(Z) is invariant under all Galois automorphisms
and so the above argument shows again that Z is defined over K. �

In the arguments above there is always an implied coordinate system in Kd

(corresponding to the variables x1, . . . , xd). We note that it is customary
to write Ad for the d-dimensional affine space without a preferred origin,
coordinate system, or base field (so that Ad(L) ' Ld for any field L). For

us the ambient affine space will be Matd ' Ad2 , and on this space very
few coordinate changes make sense with regards to the existing (and to us
important) multiplicative structure. For that reason and also because we are
often interested in subgroups of SLd (and the orbits of the group of their R-
points), we are happy with choosing one coordinate system and discussing
subvarieties and algebraic subgroups of SLd instead of general varieties and
general algebraic groups. We will however, switch frequently from one field
to another, and as before will write Z(K) = Z(K)∩Matd(K) for the K-points
of a subvariety Z < Matd defined over K.

3.4.3 Linear Algebraic Groups

A variety G ⊆ SLd is a (linear) algebraic subgroup (of SLd) if G(K) ⊆ SLd(K)
is a subgroup. Notice that for any subvariety Z ⊆ SLd and g ∈ SLd(K) we
can define the translated variety gZ by the ideal
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λ(g)J(Z) = {f(g−1x) | f ∈ J(Z)}.

Here λ denotes the left representation

λ(g)f(x) = f(g−1x)

on the space of all polynomials.

Lemma 3.21 (Smoothness). Every point of a linear algebraic subgroup is
smooth.

The tangent space at the identity is called the Lie algebra of the algebraic
subgroup.

Proof of Lemma 3.21. Suppose that g ∈ G(K) is a smooth point of the
variety G. Then one can quickly check that I = g−1g is a smooth point of
the left-translate variety g−1G. However, since g−1G = G we see that I is a
smooth point of G. By the same argument, any other point is also smooth.
�

Lemma 3.22 (Connected components). Let G ⊆ SLd be an algebraic
subgroup. The connected component Go < G is by definition the unique
Zariski connected component of G that contains the identity, it is an algebraic
normal subgroup. There are points g1, . . . , gn ∈ G where n = [G(K) : Go(K)]
with

G =

n⊔
i=1

giGo.

If G is defined over K, and K has zero characteristic, then Go is also defined
over K.

As a corollary of the lemma we mention that it makes sense to talk about
the dimension of a (not necessarily Zariski connected) algebraic subgroup.
Since all Zariski connected components are translates of the connected com-
ponent Go, they all have the same dimension.

Proof of Lemma 3.22. The first statement is essentially an extension of
the argument in the previous lemma. If

G =

n⋃
i=1

Zi

is the decomposition into connected components, then there exists a point
which is contained in only one component. Translating G by one of its ele-
ments g ∈ G(K) we may permute the connected components

G = g−1G =

n⋃
i=1

g−1Zi.

Page: 109 job: VolumeIII macro: svmono.cls date/time: 15-Dec-2016/17:58



110 3 Rationality

but would leave the subvariety
⋃
i 6=j Zi ∩ Zj consisting of all points that are

contained in more than one of the connected components invariant. Therefore,
we have

G =

n⊔
i=1

Zi.

Suppose that Z1 = Go. If now g ∈ Go then I ∈ g−1Go, which by uniqueness
of the decomposition gives Go = g−1Go for all g ∈ Go.

We have shown that Go is a linear algebraic subgroup. If now g ∈ Zi
for i > 1, then the same argument gives g−1Zi = Go = Zig

−1. In other
words,

Zi = gGo = Gog

is a coset of Go in G.
Now suppose that G is defined over K, and let σ be a Galois automorphism

of K|K. Then σ induces a permutation of the cosets giGo(K) with

σ
(
Go(K)

)
= Go(K)

since σ(I) = I. As this holds for all Galois automorphisms we see that Go is
defined over K if K has characteristic zero by Lemma 3.20. �

For completeness we mention another (more general but, up to isomor-
phisms, equivalent) definition: A linear algebraic group is an affine variety
equipped with multiplication and inverse maps such that

• the multiplication and inverse maps are regular functions (from the group
to the group);

• the variety is isomorphic to a linear algebraic subgroup of SLd for some d
such that the multiplication and inverse maps correspond to multiplication
and inversion for matrices.

We note that the standard definition does not make the second requirement
above, and instead derives this property from the first via a construction
similar to the proof of Chevalley’s theorem in Section 3.4.5.

Example 3.23. We list some standard examples of linear algebraic groups.

(a) Ga denotes the additive group structure of the field. This is a linear alge-
braic group because (for example) it is isomorphic to the algebraic sub-
group U < SL2 with

U(K) =

{(
1 ∗

1

)
| x ∈ K

}
,

which we saw earlier is associated to the horocycle flow if K = R.
(b) Gm stands for the multiplicative group structure of the field. This is a lin-

ear algebraic group because (for example) it is isomorphic to the algebraic
subgroup A < SL2 with
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A(K) =

{(
a
a−1

)
| a ∈ K

}
,

which we saw earlier is associated to the geodesic flow if K = R.

3.4.4 K-points of Linear Algebraic Groups

As noted before, a variety Z defined over a field K does not have to contain
any K-points (that is, Z(K) may be empty†), and even if it is non-empty it
may not be Zariski dense in the variety. Since a subgroup always contains
the identity the former problem cannot arise for linear algebraic subgroups.
Even more is true, as a result of the following lemma, which relies on the fact
that G is smooth at the identity.

Lemma 3.24 (Density of R-points and Qp-points). If G ⊆ SLd is a
Zariski connected linear algebraic subgroup defined over R, then G(R) is
Zariski dense in G. The same holds for K = Qp for a prime number p <∞.

We note that the above holds much more generally, see [?, Th. 18.3]. We
will come back to this problem for the special case K = Q later.

Proof of Lemma 3.24. By Lemma 3.21, x(0) = I ∈ G is a smooth point.
By Lemma 3.18 G(R) contains the image of an analytic function of the form

Φ : U 3 (x1, . . . , xk) 7−→ (x1, . . . , xk, φk+1(x1, . . . , xk), . . . , φd2(x1, . . . , xk)) .
(3.23)

Let Z be the Zariski closure of these real points. By Lemma 3.17 we may
write

Z =

n⋃
i=1

Zi

as a union of irreducible varieties. By Lemma 3.15, either Z = G or

dimZi < k = dimG

for i = 1, . . . n. However, the latter case cannot happen since a finite union
of varieties of dimension strictly less than k cannot contain all points

† A trivial example to have in mind here is the variety defined by the equation

x2 + y2 = −1,

defined over R, and a less trivial example is the variety defined by the equation

x3 + y3 = 1,

defined over Q.
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Φ(x1, . . . , xk)

in (3.23). Specifically, in this case each J (Zi) must contain some

fi ∈ C[x1, . . . , xk],

so that every point Φ(x1, . . . , xk) in (3.23) would have to satisfy the equa-
tion f1 · · · fn = 0. This is a contradiction, since every non-empty open subset
of Rk in the Hausdorff topology is Zariski dense (since all the partial deriva-
tives, including the 0th, of a polynomial at a point determine the polynomial).
The p-adic case is similar. �

Clearly, the group G(R) of R-points of an algebraic subgroup G ⊆ SLd is a
linear Lie group with a real Lie algebra gG(R). For the algebraic subgroup G
in SLd we have already defined a Lie algebra g, which by definition is a
complex vector space. Assuming that G is defined over R, this complex vector
space

g ⊆ sld(C)

can be defined by linear equations with real coefficients so that

g(R) = g ∩ sld(R)

has the same dimension over R as g = g(C) has over C.

Lemma 3.25 (Lie algebras of Lie groups and algebraic groups).
Let G ⊆ SLd be an algebraic subgroup defined over R. Then the R-points

g(R) = g ∩ sld(R)

of the Lie algebra g of the algebraic subgroup comprise precisely the Lie algebra
of the Lie subgroup G(R) ⊆ SLd(R). The same holds over C or Qp for a
prime p <∞.

Proof. Using the same notation and setup as in the proofs of Lemmas 3.18
(with d replaced by d2) and Lemma 3.24, we see that the tangent space
of G(R) (in the sense of manifolds or of Lie groups) is the image of the total
derivative of Φ at (x1, . . . , xk). However, by the implicit function theorem,
this image is precisely the real subspace defined by the equations

(u1, . . . , ud2) · ∇fj(I) = 0

for j = 1, . . . , d2−k. This proves the lemma in the real case, and the complex
and p-adic cases are similar. �

The following discussion is not essential for later developments, but it may
be useful to bear it in mind. By [?, Ch. VII, Sect. 2.2, Th. 1] the set of C-
points Z(C) of a Zariski connected variety Z is connected in the Hausdorff
topology. For the R-points Z(R) of a Zariski connected variety Z over R
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this is not true. However, for algebraic groups G defined over R, the con-
nected component G(R)o (in the Hausdorff topology) only has finite index.
We will discuss this again for particular algebraic subgroups later (where
it will usually be easy to see). For now, notice that A(R)o < A(R) for A
as in Example 3.23(b) has index two. Over Qp the analogous question does
not make sense, so Zariski connected is a priori the only sensible notion of
connectedness.

3.4.5 Chevalley’s theorem: subgroups and
representations

Clearly, every algebraic representation gives rise to many algebraic subgroups
by defining stabilizer subgroups (as in Section 3.1.2). Chevalley’s theorem(15)

is turning this construction almost around: Given an algebraic subgroup there
exists an algebraic representation so that the subgroup can be defined via the
representation as a stabilizer of a line (instead of a point as in Section 3.1.2).

Theorem 3.26 (Chevalley). Let H < SLd be an algebraic subgroup. Then
there exists an algebraic representation ρ : SLd → SLD and a D-dimensional
vector v such that

H = {g ∈ SLd | ρ(g)v ∼ v},

where ∼ denotes proportionality†. If H is defined‡ over K, then the algebraic
representation ρ is also defined over K, and we may choose v ∈ KD.

As we will see the theorem is proved by transforming the defining ideal
of H (which is finitely-generated) into a single vector in a high-dimensional
vector space.

Proof of Theorem 3.26. For any g ∈ H we have gH = H and equivalently

λ(g)J(H) = J(H).

Moreover, we also have that λ(g)J(H) = J(H) for some g ∈ SLd implies
that g ∈ H. As the ideal is infinite dimensional we cannot use it directly. How-
ever, by the Noetherian property we know that J(H) ⊆ K[Matd] is finitely
generated (as an ideal). Thus we can assume it is generated by polynomials
of degree less than or equal to m for some m. Write P6m for the space of all
polynomials in K[Matd] of degree 6 m, and define

J6m = J(H) ∩ P6m.

† Notice that proportionality is itself a polynomial condition, defined by requiring the

vanishing of all 2×2 determinants corresponding to pairs of components of ρ(g)v and of v.
‡ That is, if the ideal of relations that are satisfied on H is generated by polynomials with

coefficients in K.
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Now notice that λ(g)P6m = P6m for all g ∈ SLd and that

λ(g)J6m = J6m

is equivalent to g ∈ H (since J6m generates J(H)). In other words, we have
found a finite-dimensional representation of SLd and a subspace so that H is
precisely the subgroup of SLd that sends the subspace into itself. The rep-
resentation is also an algebraic representation (which the reader can quickly
check).

What is not quite as in the theorem is that the subspace might not be a
single line. However, even that can quickly be rectified. Let ` = dim J6m and

define V =
∧`

P6m and let v ∈
∧`

J6mr{0}. The algebraic representation
of SLd on P6m induces an algebraic representation ρ on V (check this) and
for any g ∈ SLd the condition ρ(g)v ∼ v is equivalent to λ(g)J6m = J6m and
hence to g ∈ H.

If H is now additionally defined over K, then J6m∩K[Matd] generates J(H)
and we can choose v as the wedge of ` elements in J6m ∩K[Matd]. Since the
regular representation (and its `th wedge power) are defined over any field,
this proves the last claim of the theorem. �

Lemma 3.27 (Zariski closures of groups). If S ⊆ SLd(K) is a subgroup,

then the Zariski closure G = S
Z

is a linear algebraic subgroup defined over K.

Proof. By Lemma 3.19 we know that G is defined over K, so it is enough
to show that G(K) is a subgroup.

For any g ∈ S we have gS = S by the assumption on S, so gG = G for
all g ∈ S. However, as in the proof of Theorem 3.26 this property of pre-
serving the variety is equivalent to the property of preserving the ideal J(G)
of relations defining G or equivalently a particular line inside an algebraic
representation of SLd.

As this is a polynomial condition (see one of the footnotes to Theorem 3.26)
which holds for all g ∈ S it must also hold for all g ∈ G. In other words, we
have shown that gG = G also holds for g in the Zariski closure of S, that is
for all g ∈ G = G(K). �

3.4.6 Jordan Decomposition, Algebraic Subgroups and
Representations

Algebraic representations and algebraic groups have some striking differences
to the theory of Lie groups, which we will now start to discuss.

Let ρ be an algebraic representation of SLd (or more generally of an alge-
braic subgroup H). Then we have the following facts:
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• if u ∈ SLd (u ∈ H) is nilpotent, then so is ρ(u);
• if a ∈ SLd(R) (a ∈ H) is diagonalizable (when considered as an ele-

ment a ∈ SLd) and has only real and positive eigenvalues, then the same
holds for ρ(a).

The first property is readily proved for the case SLd and K = Q or K
a local field. Indeed, if u ∈ SLd(K) is unipotent, then there exists some a
with anua−n → I as n→∞, which implies that

ρ(a)nρ(u)ρ(a)−n = ρ(anua−n) −→ I

as n→∞, so the eigenvalues of ρ(u) (which are not changed by conjugation)
must all be 1, so ρ(u) must be unipotent.

The second property requires a bit more work. We also note that if the
algebraic representation is only defined on the subgroup H then neither claim
would be correct in the context of Lie theory. For this notice that the Lie
groups U(R) and A(R) are not that much different. On the one hand, the
former is connected and the latter is not, so they are not isomorphic. How-
ever, there is a surjective group homomorphism from A(R) onto U(R), and
an injective homomorphism from U(R) into A(R)o < A(R). This does not
contradict the above claims, since the two maps are basically the logarithm
and the exponential map, which are not algebraic homomorphisms.

Recall from linear algebra that every matrix g ∈ SLd(K) has a Jordan
decomposition

g = gssgu

into a K-diagonalizable or semi-simple matrix gss ∈ SLd(K) and a unipo-
tent gu ∈ SLd(K). The two components gss and gu commute with each other,
and under this requirement the decomposition is unique. If K is R or C,
then gss = gposgcomp can be further decomposed into a product of two com-
muting semi-simple elements gpos, gcomp ∈ SLd(C), where the positive semi-
simple part gpos has only real and positive eigenvalues, and all the eigenvalues
of the compact semi-simple part gcomp have absolute value one. This decom-
position is also unique, and if g ∈ SLd(R) then gu, gpos, gcomp lie in SLd(R).
If K = Qp, then a similar decomposition can be shown, and the following
results hold in that case also (see Exercise 3.4.1).

The following two results contain the claims made in the beginning of this
section in greater generality.

Proposition 3.28 (Jordan decomposition and subgroups). Let H be
an algebraic subgroup of SLd, and let g be an element of H. If g = gssgu is
the Jordan decomposition of g in SLd(K), then gss, gu ∈ H also. If H is defined
over K = R (or K = C) and gss = gposgcomp is the decomposition into positive
semi-simple and compact semi-simple parts, then once again gpos, gcomp ∈ H.

Proposition 3.29 (Jordan decomposition and representations). Let H
be an algebraic subgroup of SLd, and let ρ : H → GLD be an algebraic rep-
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resentation. Then ρ(g)u = ρ(gu) and ρ(g)ss = ρ(gss) for all g ∈ H. If K is R
or C, then we also have ρ(g)pos = ρ(gpos) and ρ(g)comp = ρ(gcomp).

The proof of these results is intertwined. We will first prove Proposi-
tion 3.29 in a special case, then prove Proposition 3.28, and finally obtain
Proposition 3.29 as a corollary.

Proof of Proposition 3.29 for a Chevalley representation. Sup-
pose that ρ is the representation of SLd obtained in the proof of Theorem 3.26
for a subgroup H 6 SLd. Let g = gss be semi-simple, and assume (without
loss of generality, by applying any necessary conjugation to H and g) that g
is diagonal. Then it is easy to see† that λ(g) restricted to P6m is diagonal,
with eigenvalues given by monomials in the standard variables. Therefore all
eigenvalues of λ(g) are simply products of powers of eigenvalues of g. Taking
the `th wedge representation, the same holds for ρ(g) = ∧`λ(g). Let g = gu
be unipotent. If K is Q or a local field (which is where our main interest
lies), we have already shown that ρ(g) is unipotent. In general we may ar-
gue again step by step as above. First, show that λ(g) restricted to P6m

is unipotent by considering monomials corresponding to the eigendirections
(resp. generalized eigendirections). Then we can show that ρ(g) = ∧`λ(g) is
also unipotent.

If now g = gssgu is any element of SLd, then ρ(gss) is semi-simple, ρ(gu)
is unipotent, ρ(g) = ρ(gss)ρ(gu), and ρ(gss), ρ(gu) commute with each other.
This proves the claim.

If K is R or C, then the argument above also shows that the eigenvalues
of ρ(gpos) are positive and the eigenvalues of ρ(gcomp) have absolute value
one, giving the theorem. �

Proof of Proposition 3.28. Let H 6 SLd be an algebraic subgroup and

let ρ, v ∈ KD be as in Theorem 3.26. Let g ∈ H so that v ∈ KD is an
eigenvector of ρ(g) for the Chevalley representation. By the properties of the
Jordan decomposition, v is therefore also an eigenvector of ρ(g)ss = ρ(gss) and
of ρ(g)u = ρ(gu). It follows that gss, gu ∈ H. IfK is R or C, and gss = gposgcomp

then ρ(g)pos = ρ(gpos) has v as an eigenvalue. Thus gpos, gcomp ∈ H as well.
�

Proof of Proposition 3.29. Let H 6 SLd and let ρ : H → GLD be an
arbitrary algebraic representation. Then

L = (ρ) ⊆ H×GLD ⊆ SLd+D+1

is an algebraic subgroup in the following way. We require the elements of L
to be of block form h g

det(g)−1


† We use the notation from the proof of Theorem 3.26.
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with h ∈ SLd and g ∈ GLD (by using linear equations, the condition deth =
1, and the polynomial equation that the last entry should be the inverse of
the determinant of the middle block), require h ∈ H (by the known relations
of H), and finally g = ρ(h) (which is a polynomial condition by assumption
on ρ).

Now let h = hss ∈ H be semi-simple, so that

g =

h ρ(h)
det(ρ(h))−1

 ∈ L
and hence by Proposition 3.28 we also have

gu =

hu

ρ(h)u

1

 ∈ L.
However, since hu = Id and L is a graph of a homomorphism, we also
have ρ(h)u = ID. This shows that ρ(h) is semi-simple if h is semi-simple.
The same argument also applies to unipotent elements (respectively, to posi-
tive or compact semi-simple elements if K is R or C). The proposition follows
from the uniqueness of the Jordan decomposition. �

Exercises for Section 3.4

Exercise 3.4.1. Let K = Qp. Show that every matrix g ∈ SLd(K) is the product of

commuting elements gpos, gcomp ∈ SLd(K) where the eigenvalues of gpos are rational pow-
ers of p, and the eigenvalues of gcomp have absolute value one. Generalize the results of

Section 3.4.6 to include this p-adic case.

3.5 Borel Density Theorem

We will show in this section a version of the Borel density theorem,(16) which
will show another relationship between finite volume orbits and rationally
defined subgroups. It is the generalization of the basic observation that a
lattice Λ < Rd cannot be contained in a proper subspace to the setting of
lattices in linear algebraic groups.

For the proof we will need two basic theorems, each of them fundamental
to its own subject. However, the two subjects concerned are often — in the
context of this book wrongly — considered far from each other. Concretely, we
will need Poincaré recurrence from ergodic theory (in some sense the pigeon-
hole principle for ergodic theory, see Theorem 1.8 and Exercise 1.1.7), and
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Chevalley’s theorem from the theory of algebraic groups (see Theorem 3.26),
and will combine these with the facts derived in Section 3.4.6. This approach
goes back to work of Furstenberg [?] and Dani [?].

Theorem 3.30 (Borel density theorem). Suppose that H < SLd is an
algebraic subgroup defined over R and suppose that Γ < H(R) is a lattice.
Then

(1) If H is semi-simple† such that H(R)o has no compact factors then Γ is
Zariski dense in H. If H is only assumed to be semi-simple then the Zariski
closure of Γ contains all non-compact factors of H(R)o (and possibly some
or all of the compact factors).

(2) In the general case, the Zariski closure L < H of Γ contains all unipotent
elements of H(R) and more generally all elements of H(R) that only have
positive real eigenvalues.

For the proof we will also need the following simple observation from linear
algebra.

Lemma 3.31 (Convergence to some eigenvector). Let g ∈ SLd(R) have
the property that all its eigenvalues are real and positive, and let

ρ : SLd(R)→ SLD(R)

be a finite-dimensional algebraic representation (obtained, for example, from
Chevalley’s theorem). Then for any w ∈ RDr{0} there is some v ∈ RD with

1

‖ρ(gn)w‖
ρ(gn)w −→ v ∈ RD

as n→∞, and v is an eigenvector of ρ(g).

Proof. By Proposition 3.28 if g is unipotent then ρ(g) is also, and if g has
only positive eigenvalues then the same holds for ρ(g). Given w ∈ RDr{0},
we may write

w =
∑
λ>0

wλ 6= 0,

where each wλ is a generalized eigenvector for the eigenvalue λ and the
map ρ(g). Then there is some largest eigenvalue λL with wλL 6= 0 (and
hence wλ = 0 for any λ > λL). Also notice that ‖ρ(gn)wλ‖ is asymptotic
to λnnk(λ) for some k(λ) > 0 (this may be seen by looking at the Jordan
normal form of ρ(g), see also the argument below). Thus

1

‖ρ(gn)w‖
ρ(gnw)− 1

‖ρ(gn)wλL‖
ρ(gnwλL) −→ 0

† A linear algebraic group H is semi-simple if it is Zariski connected and its Lie algebra is

semi-simple. Notice that this does not imply that H(R) is connected as a manifold.
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3.5 Borel Density Theorem 119

as n → ∞. This reduces the problem to the case of a single eigenvalue, and
hence (by canceling the eigenvalue) to the case of a unipotent matrix

A =
1

λL
ρ(g)|VλL

acting on the generalized eigenspace VλL of ρ(g) for the eigenvalue λL. Choos-
ing a Jordan basis of A, we may assume that A is a block matrix

A =

A1

. . .

A`


where each

Ai =


1 1

. . .
. . .

1 1
1

 .

We split w = wλL into components
∑
i w

(i) corresponding to this block de-
composition, and apply Ai to the vector

w(i) =


w

(i)
1
...

w
(i)
k


to obtain

Ani


w

(i)
1
...

w
(i)
k

 =


w

(i)
1 + w

(i)
2 n+ w

(i)
3

(
n
2

)
+ · · ·+ w

(i)
k

(
n
k

)
...

w
(i)
k−1 + w

(i)
k n

w
(i)
k

 .

If now w(i) 6= 0, then the above is a vector-valued polynomial whose entry
of highest degree is in any case the first row corresponding to the eigenspace
of Ai. Since this holds for each i, the lemma follows. �

Proof of Theorem 3.30, Part (2). Let g ∈ H(R) have positive real eigen-
values, let L be the Zariski closure of Γ 6 H(R) 6 SLd(R) and let

ρ : SLd → SLD

and w ∈ RD be the Chevalley representation for L = StabSLd(Rw) as in
Theorem 3.26. By Poincaré recurrence we have for almost every x ∈ Γ\H(R)
a sequence nk → ∞ with xgnk → x as k → ∞. We now switch this conver-
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120 3 Rationality

gence to the group level as follows: for almost every h ∈ H(R) there exist
sequences nk →∞, εk → e, and γk ∈ Γ with γkhg

nk = hεk for all k > 1, or
equivalently with

γk = hεkh
−1︸ ︷︷ ︸

→e

hg−nkh−1.

Applying this group element to w gives

1

‖w‖
w =

1

‖ρ(γn)w‖
ρ(γn)w = lim

k→∞

1

‖ρ(hg−nkh−1)w‖
ρ(hg−nkh−1)w = vh,

where we have used the fact that Γ 6 L(R) fixes Rw by definition,
and Lemma 3.31. It follows by the same lemma that w is an eigenvector
of ρ(hgh−1) for almost every h. Taking h→ e shows that w is an eigenvector
of ρ(g) also and so g ∈ L(R). �

Proof of Theorem 3.30, Part (1). Let Ho = H(R)o be the connected
component of the set of real points ofH. Let F be a non-compact almost direct
simple factor of Ho. Then F contains a one-parameter unipotent subgroup U ,
and we can apply Part (2) of the theorem to U and to all its conjugates, which
together generate a normal connected subgroup of F (and hence all of F ).
Thus L(R) contains F . We may apply this for all non-compact almost direct
factors of H, which then proves the second claim in Part (1).

This also proves the first claim in Part (1) since by the above L and H
have the same Lie algebra and hence have the same dimension. However, H
is by assumption connected and so L = H follows. �

Exercises for Section 3.5

Exercise 3.5.1. Let Q be a real non-degenerate quadratic form of signature (p, q) in d

variables with p > q > 1. Suppose the orbit SLd(Z) SO(Q)(R) has finite volume. Show

that a multiple of Q has integer coefficients.

3.6 Irreducible Quotients

In this section we classify lattices in semi-simple groups into reducible and
irreducible lattices, and derive interesting density results (in the standard
topology) from the Borel density theorem (which gives weak Zariski density).

Definition 3.32. Let G be a connected semi-simple Lie group. A lattice Γ <
G is called reducible if G = H1 ·H2 can be written as an almost direct product
of nontrivial connected Lie subgroups H1, H2 6 G such that Γ1 = Γ ∩ H1
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3.6 Irreducible Quotients 121

is a lattice in H1 and Γ2 = Γ ∩ H2 is a lattice in H2. The lattice is called
irreducible if it is not reducible.

Examples of reducible lattices are of course very easy to find, for exam-
ple SL2(Z) × SL2(Z) is a reducible lattice in SL2(R) × SL2(R). Irreducible
lattices are a bit more difficult to find†, but for now we only note that, for ex-
ample, SL2(Z[

√
2]) can be made into an irreducible lattice in SL2(R)×SL2(R),

see Exercise 3.6.1.

Corollary 3.33 (Dense projections of irreducible lattices). Let

G = H1H2 ⊆ SLd(R)

be an almost direct product of the connected components of the groups of R-
points H1, H2 ⊆ SLd(R) of two semi-simple algebraic groups defined over R.
We assume furthermore that G has no compact factors. Let Γ < G be an ir-
reducible lattice in G, and suppose that H2 is non-trivial. Then the projection
of Γ to

G/C(G)H2
∼= H1/C(H1)

is dense in H1/C(H1).

Proof. We note that G is also the connected component of the group of R-
points of its Zariski closure. In fact if H1,H2 are the algebraic groups giving
rise to H1, H2 then G = H1H2 is an algebraic group defined over R with G =
G(R)o. Also if F CG is any connected normal subgroup, then F = F(R)o for
a normal algebraic subgroup F C G. In fact, if g = f + f′ is a decomposition
of the Lie algebra g of G into the Lie algebra f of F and a transversal Lie
ideal f′ of g, then F = CG(f′)o. Therefore we may apply the Borel density
theorem (Theorem 3.30) for G or any of its normal subgroups.

Write
π1 : G −→ G/C(G)H2

∼= H1/C(H1)

for the projection map. There are two cases to consider: either π1(Γ ) is dis-
crete or it is not.

Discrete image implies reducibility. If π1(Γ ) is discrete and B1 ⊆ H1 is
a fundamental domain for the discrete pre-image of π1(Γ ) in H1 and B2 ⊆ H2

is a fundamental domain for Γ ∩ H2 in H2, then we claim that B1B2 ⊆ G
is an injective domain for Γ . Indeed, if γ ∈ Γ , b1, b

′
1 ∈ B1, and b2, b

′
2 ∈ B2

satisfy γb1b2 = b′1b
′
2, then this identity modulo H2 / G gives

(γH2) (b1H2) = b′1H2.

Interpreting this in H1 gives
ηb1 = b′1

† By definition any lattice in a simple group is irreducible, but let us discuss a more

interesting example.
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for some η with π1(η) = π1(γ). By our assumption that B1 is a fundamen-
tal domain, it follows that b1 = b′1. Multiplying γb1b2 = b′1b

′
2 with b−1

1 we
get γb2 = b′2 and γ ∈ H2. Now b2 = b′2 and γ = I by the injectivity assump-
tion on B2. Hence B1B2 ⊆ G is an injective domain for Γ , and has finite
Haar measure since Γ is a lattice by assumption. This also implies that† each
of B1 and B2 has finite Haar measure. This implies that Γ ∩H2 is a lattice
in H2.

By the Borel density theorem (Theorem 3.30) applied to Γ ∩ H2 ⊆ H2

there is a finite collection {γ1, . . . , γn} ⊆ Γ ∩H2 such that

C(γ1, . . . , γn) = {h ∈ H2 | γih = hγi for i = 1, . . . , n}

is the center C(H2) of H2. In fact, we may choose γ1 ∈ Γ ∩H2rC(H2) and
then successively choose γ2, . . . so that at each stage

C(γ1, . . . , γm) ( C(γ1, . . . , γm−1).

By the Noetherian property, we must find some n with

C(γ1, . . . , γn) = C(Γ ∩H2).

Since Γ ∩H2 is Zariski dense in H2 we deduce that

C(γ1, . . . , γn) = C(H2)

as required.
We claim that this implies that

π2(Γ ) ⊆ H2/C(H2)

must be discrete as well. In fact, if π2(γ) is sufficiently small but non-trivial,
then by construction

[π2(γ), π2(γm)] 6= I

for some m ∈ {1, . . . , n}, and then

[γ, γm] ∈ H2 ∩ Γ

is very close to an element of C(H2) but does not belong to C(H2). How-
ever, C(H2) is finite (it is zero-dimensional because its Lie algebra is trivial).
This contradicts the assumed discreteness of Γ , so π2(Γ ) must be discrete as
claimed.

The claim establishes a symmetry between H1 and H2 in the above dis-
cussion. Applying the argument above to H1 we also see that Γ ∩ H1 is a
lattice in H1. In other words, we have shown that Γ is a reducible lattice.

† As G is the almost direct product of H1 and H2 the Haar measure mG is, in the same
sense, also almost the product of the Haar measures mH1

×mH2
.
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Showing density. This shows that we may assume that π1(Γ ) is not
discrete. Let

F = π−1
1

(
π1(Γ )

)
∩H1

be the pre-image in H1 of the closure of π1(Γ ). Clearly Γ stabilizes the Lie
algebra f of F . By the Borel density theorem (Theorem 3.30) applied to the
lattice Γ in G, the same holds for G > H1. It follows that f / h1 is a Lie ideal
in the Lie algebra h1 of H1.

If f = h1, then we get the desired density of π1(Γ ) in H1/C(H1). So
suppose that f 6= h1, and define H ′1 to be the almost direct product of all
factors of H1 whose Lie algebra is not contained in f. Also define H ′2 to be
the almost direct product of H2 and all factors of H1 whose Lie algebra is
contained in f. Since f 6= h1, the group H ′1 is non-trivial. If π′1 denotes the
analogous projection for the almost direct product G = H ′1H

′
2 then we see

that
π′1(Γ ) ⊆ H ′1/C(H ′1)

is discrete. By the first argument in the proof, this implies that Γ is a reducible
lattice. Therefore irreducibility of the lattice implies that f = h1 and the result
follows. �

While Corollary 3.33 gives interesting results for irreducible lattices, it can
also apply in a weaker (potentially trivial) form to reducible lattices. This
is because every reducible lattice can be ‘reduced’, or ‘almost decomposed’
into irreducible lattices as follows. If Γ < H1H2 is a reducible lattice such
that Γ ∩Hi < Hi is a lattice for i = 1, 2, then

(Γ ∩H1)(Γ ∩H2) ⊆ Γ

is also a lattice in H1H2 and so has finite index in Γ . Studying now

Γ ∩Hi < Hi

we may obtain an irreducible lattice, and if not we may repeat the decom-
position step as before. Ultimately we find finitely many irreducible lattices
(that are potentially lattices in simple groups).

In this context the following notion is useful. Let Γ,Λ < G be two sub-
groups. Then we say that Γ and Λ are commensurable if Γ ∩ Λ has finite
index in both Γ and Λ.

Our interest in the notion of irreducibility is clearly explained in the fol-
lowing corollary.

Corollary 3.34 (Mixing of semi-simple groups). Let G be the connected
component of the group of R-points of a semisimple algebraic group defined
over R. Suppose that G has no compact factors. Let X = Γ\G be the quotient
by an irreducible quotient of G. Then every almost direct factor of G acts
ergodically and the action of G is mixing with respect to the Haar measure mX

on X.
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Proof. By the Howe–Moore theorem for semi-simple groups (Theorem 2.7),
it is sufficient to show that every simple factor acts ergodically.

So let F C G be a (non-trivial) simple factor of G, and suppose that

F.B = B ⊆ X

is F -invariant†.
Let

πX : G −→ X = Γ\G

be the natural factor map, and let BG = π−1
X (B) ⊆ G be the set in G

corresponding to B. By the properties of B we have BGF = BG, or equiv-
alently BG = π−1(π(BG)) if π : G → G/F denotes the projection map. By
construction, ΓBG = BG and so π(Γ )π(BG) = π(BG).

Recall from [?, Prop. 8.6] that, for any two Borel sets B1, B2 ⊆ G/F
with mG/F (B1)mG/F (B2) > 0, the set{

gF ∈ G/F | mG/F (gFB1 ∩B2) > 0
}

is non-empty and open.
We may apply this to the sets B1 = π(BG) and B2 = G/Frπ(Γ ).

Since π(Γ ) is dense in G/F by Corollary 3.33, we deduce that either π(BG)
has zero measure or its complement does. Since G is the almost direct prod-
uct of F and G/F , we see that either BG or its complement has zero measure
in G. It follows that either mX(B) = 0 or mX(XrB) = 0 as required. �

Exercises for Section 3.6

Exercise 3.6.1. Let D > 1 be a non-square integer, and for

α = a+ b
√
D ∈ Q(

√
D)

let α = a− b
√
D denote its Galois conjugate. Now let

SL2(Z[
√
D]) =

{
g =

(
α11 α12

α21 α22

)
| α11, α12, α21, α22 ∈ Z[

√
D], det(g) = 1

}
,

and consider SL2(Z[
√
D]) as a subgroup of SL2(R)×SL2(R) using the diagonal embedding

ı : SL2(Z[
√
D]) −→ SL2(R)× SL2(R)

g =

(
α11 α12

α21 α22

)
7−→ (g, g)

where

† By [?, Prop. 8.3], we may assume the strict invariance F.B = B rather than the a priori

weaker invariance in the measure algebra mX(g.B4B) = 0 for all g ∈ F .
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g =

(
α11 α12

α21 α22

)
.

(a) Show that Γ = ı
(
SL2(Z[

√
D])
)
6 SL2(R)× SL2(R) is a discrete subgroup.

(b) Show that Γ is a lattice in SL2(R)× SL2(R).

Notes to Chapter 3

(10)(Page 76) Almost any algebra text will cover this material, for example Gerstein [?]

or, for the more sophisticated aspects of the algebraic theory, see Lam [?].
(11)(Page 77) The word signature is used in various ways, all meaning that the number
of +1s, −1s (and in the degenerate case 0s) can be reconstructed from the signature (and

the dimension). The fact that the signature is a property of the form itself is Sylvester’s

law of inertia [?].
(12)(Page 79) Hilbert [?] proved this in his development of invariant theory.
(13)(Page 87) This was shown by Dirichlet [?] in 1846 for the ring Z[ζ] (the understanding

that this may not be the ring of integers in Q(ζ) for an algebraic integer ζ came later, and
of course the rank is not affected as Z[ζ] has finite index in the ring of integers). We refer

to the paper of Elstrodt [?] for an account of the history.
(14)(Page 103) The history, and various generalizations, of the implicit function theorem

may be found in the account by Krantz and Parks [?]. The p-adic implicit function theorem

may be found in the notes of Serre [?, p. 83].
(15)(Page 113) A modern proof from a sophisticated point of view is given by Conrad [?],

and the original proof in Chevalley [?]. Any book book on algebraic groups will contain a

version of the theorem (possibly not under this name).
(16)(Page 117) Borel [?] proved this for semi-simple Lie groups without compact factors;

generalizations and simplifications have been provided by Furstenberg [?], Moskowitz [?]

and Dani [?] among others.
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Chapter 4

Quantitative Non-Divergence

In this chapter we will show that a unipotent trajectory cannot diverge to
infinity in SLd(Z)\ SLd(R). In fact we will show that unipotent orbits have
‘no escape of mass’, or in other words have ‘quantitative non-divergence’.
The former result was shown by Margulis [?] in his work on the arithmeticity
of lattices, and the latter is Dani’s refinement [?], [?], [?]. About 20 years
later the argument was further refined by Kleinbock and Margulis [?] and
Kleinbock [?], and applied to various Diophantine problems. As a corollary we
will also obtain a special case of the Borel Harish-Chandra theorem [?]: G(Z)
is a lattice in G(R) if G is a semi-simple algebraic group defined over Q.

4.1 The Case of SL2(Z)\ SL2(R).

We first describe a case that is both easy and familiar: horocycle orbits on

2 = SL2(Z)\SL2(R).

We refer to Section 1.2 or [?, Ch. 9] for the background and to [?, Ch. 11]
for a more detailed proof.

4.1.1 A Topological Claim

In the hyperbolic description of 2, the topological non-divergence claim is
particularly easy to see.

Lemma 4.1 (Non-divergence for 2). For any x ∈ 2 the horocycle or-
bit ut.x does not go to infinity as t→∞, nor as t→ −∞.

127



128 4 Quantitative Non-Divergence

Proof. Every x ∈ 2 corresponds to a point (z, v) ∈ T1(H) with z chosen in
the usual fundamental domain, which we denote by F , for SL2(Z) in H (see
Section 1.2). To prove the lemma we find for a given x a compact set K and
a sequence tn → ∞ with utn.x ∈ K for all n > 1. If x is periodic under the
action of {ut | t ∈ R} then the orbit is compact and we may take

K = {ut.x | t ∈ R}
and obtain the claim trivially. Otherwise, we may take

K = {(z, v) | z ∈ F,=(z) 6 1}.

Then it is easy to see (from the geometric picture of the horocycle flow) that
there exists some t1 > 0 with ut1.x ∈ K, as illustrated in Figure 4.1. In fact,

zv

Fig. 4.1 A horocycle orbit returns to K.

the horocycle orbit is a circle touching R. Hence it moves up and then down
again, returning to K. Now consider the point ut1+1.x, and apply the same
argument to find some t2 > t1 + 1 with ut2.x ∈ K. Repeating the argument
proves the lemma by induction. �

4.1.2 Non-escape of Mass

While the topological statement in Lemma 4.1 above was easy to derive
from the hyperbolic geometry of horocycle orbits, the quantitative claim is
more difficult to see from this geometric picture. Hence we will switch the
description and think of 2 as the space of unimodular lattices in R2.
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Proposition 4.2 (Quantitative non-divergence for 2). A point x ∈ 2
is either periodic for the horocycle flow or† has the property that there exists
some Tx > 0 such that for all ε > 0 and all T > Tx we have

1

T
|{t ∈ [0, T ] | ut.x /∈ 2(ε)}| � ε. (4.1)

Here we are using |A| as a shorthand for the Lebesgue measure of a sub-
set A ⊆ R, and the notation

2(ε) = {x ∈ 2 | λ1(x) > ε}

introduced in Section 1.3.3.

Proof of Proposition 4.2. Suppose that x is not periodic, and assume
first that the lattice Λx associated to x has no vectors of length less than 1.
Fix T > 0 and define, for every vector v ∈ Λxr{0} a ‘protecting’ intervals

Pv = {t ∈ [0, T ] | ‖vu−1
t ‖ < 1}.

Notice that if v = (v1, v2), then

‖vu−t‖ = ‖(v1, v2 − tv1)‖

=
√
v2

1 + (v2 − tv1)2, (4.2)

and so Pv is a subinterval of [0, T ]. If v ∈ Λxr{0} is large enough (how
large depends on T ), then Pv is trivial. Hence there are only finitely many
non-trivial intervals. As the unimodular lattice Λxu−t cannot contain two
linearly independent vectors of length strictly less than 1, these intervals can
only intersect if they are associated to linearly dependent vectors. To rule
even this out, we choose within every Λ-rational line (that is, every line Rv
with v ∈ Λxr{0}) one and only one primitive vector in the lattice (that is,
a vector v ∈ Λxr{0} with Rv ∩ Λx = Zv). Let v(1), . . . , v(n) be the resulting
list of pairwise linearly independent primitive vectors, so that Pi = Pv(i) and

P1 t · · · t Pn = {t ∈ [0, T ] | λ1(ut.x) < 1}. (4.3)

Now let ε > 0 and define the ‘bad’ set

Bεi = {t ∈ [0, T ] | ‖v(i)u−t‖ 6 ε}

for i = 1, . . . , n. We see that

Bε1 t · · · tBεn = {t ∈ [0, T ] | λ1(ut.x) 6 ε}

† Note that the distinction of the two cases is absolutely necessary here: If U.x is a periodic
orbit that is stuck high up in the cusp (equivalently a periodic orbit of short period), then

the estimate (4.1) cannot hold uniformly for all ε 6 1.
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is precisely the set whose measure we wish to estimate. For this, we claim
that

|Bεi | � ε |Pi| (4.4)

for i = 1, . . . , n.
Summing this up, and using the disjointness in (4.3), the estimate (4.1)

follows at once (for the case at hand, λ1(x) > 1, and with Tx = 0).
To see the claim (4.4) we estimate both |Bεi | and |Pi| in terms of |v(i)|.

To simplify the notation we fix some i ∈ {1, . . . , n} and drop the sub- and
super-scripts. Notice first that we may assume ε 6 1

2 (for otherwise (4.4) is
trivial) and hence |v1| 6 1

2 (for otherwise Bi is empty and (4.4) is trivial).

Thus, since λ1(x) > 1 by definition and (4.2) we have |v2| >
√

3
4 and

Pi =
{
t ∈ [0, T ] | ‖(v1, v2)u−1

t ‖ < 1
}

=
{
t ∈ [0, T ] | |v2 − tv1| <

√
1− (v1)2

}
⊇
{
t ∈ [0, T ] | |v2 − tv1| <

√
3
4

}
.

On the other hand we clearly have

Bi ⊆ {t ∈ [0, T ] | |v2 − tv1| 6 ε} .

r2

v

vuT

vut

r1

Fig. 4.2 The ut-orbits of points v ∈ R2 travel at linear speed (determined by v1). Thus
the set B of bad times where ‖vut‖ 6 ε is always a � ε-fraction of the protecting set P
where ‖vut‖ 6 1.
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Since v2 − tv1 is linear in t with slope −v1 as a function of t, it follows
that either Bi = ∅ (this happens, for example, if |v1| > ε) or

|Pi| >
(√

3
4 −

1
2

)
|v1|−1.

Here we subtract 1
2 to also handle the case where ‖vu−T ‖ < 1, i.e. the right

end point of the interval {t | |v2−tv1| <
√

3
4} is to the right of [0, T ]. Similarly

we get
|Bi| 6 2ε|v1|−1.

Therefore (4.4) (and so also (4.1)) follows for any T > 0 and any x ∈ 2
with λ1(x) > 1.

If now x0 ∈ 2 is non-periodic but otherwise arbitrary, then there exists
some T0 > 0 for which x = uT0

.x0 has λ1(x) > 1 by choosing T0 such that the
(unique up to sign) primitive vector v0 ∈ Λx0

with ‖v0‖ < 1 has ‖v0u−T0
‖ =

1. Let
ε0 = min

t∈[0,T0]
λ1(ut.x),

and let Tx be chosen with
T0

Tx
6 ε0.

Now let ε ∈ (0, 1] be arbitrary and T > Tx. If ε < ε0, then

{t ∈ [0, T ] | ut.x /∈ 2(ε)} = {t ∈ [T0, T ] | ut.x /∈ 2(ε)},

and applying the first case to uT0
.x gives (4.1) in that case. If on the other

hand ε > ε0 then the first case applied to uT0
.x,

{t ∈ [0, T ] | ut.x /∈ 2(ε)} ⊆ [0, T0] ∪ {t ∈ [T0, T ] | ut.x /∈ 2(ε)},

and T0

T 6 ε0 6 ε again gives (4.1), completing the proof. �

Corollary 4.3 (Non-escape of mass for 2). If x ∈ 2, then every weak*-
limit of the collection of measures{

1

T

∫ T

0

(ut)∗δx dt

}

is a probability measure on 2.

Exercises for Section 4.1

Exercise 4.1.1. Prove Corollary 4.3.
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4.2 The Case of 3 = SL3(Z)\ SL3(R)

The proof for the generalizations of Proposition 4.2 and Corollary 4.3 becomes
significantly more involved for d with d > 3. We start with the case d = 3
because it is easier to envision and because it already contains all the main
ingredients of the general case.

4.2.1 Non-Escape of Mass for Polynomial Trajectories

Even though we are primarily interested in unipotent trajectories, we will
prove a more general claim allowing for general polynomial orbits of the shape

SL3(Z)p(t)

for t > 0 or for t ∈ [0, T ] for some T > 0, where

p : R→ Mat3(R)

is a polynomial map taking values in SL3(R). We say that p has degree no
more than D if each matrix entry is a polynomial of degree no more than D.
Notice that if {ut | t ∈ R} is a one-parameter unipotent subgroup (of which
there are precisely two up to conjugation in SL3(R)) with Lie algebra Rv
then p(t) = gu−t = g exp(−tv) is a polynomial in t for any g ∈ SL3(R). Hence
a unipotent trajectory is also a polynomial trajectory. This generalization
comes more or less for free in the sense that it does not complicate the proof
significantly, while the generalization does have interesting consequences.

Much like a short periodic orbit for the horocycle flow on 2, there is always
the possibility that there are ‘rational reasons’ for a polynomial trajectory to
remain stuck in the cusp in the following sense. There could be a vector v ∈ Z3

with vp(t) = vp(0) for all t and with ‖vp(0)‖ being small, or there could be a
rational plane V ⊆ R3 with V p(t) = V p(0) for all t such that the co-volume
of V p(0) ∩ Z3 is small†, in which case there always exists for every t ∈ R a
short vector in (V ∩ Z3)p(t), which may depend on t.

† If V p(t) = V p(0) for all t ∈ R, then

volume
(
V p(t)/(Z3 ∩ V )p(t)

)
= volume

(
V p(0)/(Z3 ∩ V )p(0)

)
for all t ∈ R. If p(t) = gu−t is the parametrization of an orbit under a one-parameter

unipotent subgroup, this is clear as the restriction of the unipotent subgroup to the
invariant subspace V g is again unipotent. In general,

∧2 p(t) sends by assumption the

line in
∧2 R3 corresponding to V to one and the same line for every t. If the co-volume

of (Z3 ∩ V )p(t) inside V p(t) is not constant, or equivalently if
∧2 p(t) applied to an el-

ement w of
∧2 V ⊆

∧2 R3 is not constant, then w
∧2 p(t) = (w

∧2 p(0))h(t) for a non-

constant R-valued polynomial h(t). As h(t) has a complex root, we get a contradiction
to
∧2 p(C) ⊆ SL(

∧2 C3).
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Similarly, a finite piece
Γp(t)

for t ∈ [0, T ] of the trajectory would surely be entirely far out if there were a
vector v ∈ Z3 with

‖vp(t)‖ 6 η

for all t ∈ [0, T ], or if there is a rational plane V ⊆ R3 for which

volume
(
V p(t)/(V ∩ Z3)p(t)

)
6 η2

for all t ∈ [0, T ].
As the last volume expression looks quite complicated but expresses the

simple concept that we are studying the volume of the deformed plane with
respect to the deformed lattice inside it, we now define some abbreviations
for such expressions. For any d > 2 and any given discrete subgroup Λ 6 Rd
(possibly of smaller rank) we write (Λ) as shorthand for the volume of RΛ/Λ.
Also if a polynomial p(t) ∈ SLd(R) is given, we define for the study of the
polynomial orbit Zdp(t) the expression

(V, t) =
(
(V ∩ Zd)p(t)

)
for any rational subspace V ⊆ Rd.

To avoid the above mentioned ‘rational constraints’ for d = 3 we assume
that there is some η 6 1 such that

sup
t∈[0,T ]

‖vp(t)‖ > η (4.5)

for all v ∈ Z3r{0}, and

sup
t∈[0,T ]

(
(V ∩ Z3)p(t)

)
> η2 (4.6)

for all rational planes V ⊆ R3. Using our abbreviation we could combine
these two estimates into the assumption that

sup
t∈[0,T ]

(V, t) > ηdimV

for any rational subspace V ⊆ R3. This unified treatment of all intermediate
subspaces will be our view point in the general case, see Section 4.3, but will
also play a role in the proof of the following theorem(17).

Theorem 4.4 (Quantitative non-divergence for 3). Suppose that the
piece Γp(t), t ∈ [0, T ] of a polynomial trajectory satisfies (4.5) and (4.6) for
some η 6 1. Then, for ε ∈ (0, η],
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134 4 Quantitative Non-Divergence

1

T
|{t ∈ [0, T ] | Γp(t) /∈ 3(ε)}| �D

(
ε

η

)1/2D

where p is a polynomial of degree no more than D.

Remark 4.5. (1) The alternating tensor product
∧2

(R3) may be identified
with R3 by choosing (for example) the basis e2∧ e3, e3∧ e1 and e1∧ e2 where
as usual e1, e2, e3 is the standard basis of R3. This way the map

(v, w) ∈ R3 × R3 → v ∧ w ∈
∧2R3

is identified with the exterior product

(v, w) ∈ R3 × R3 → v × w ∈ R3.

The linear map ∧2
p(t) :

∧2
(R3) −→

∧2
(R3)

is then the linear map with

ei ∧ ej 7−→ (eip(t)) ∧ (ejp(t))

for 1 6 i, j 6 3. It is again a polynomial (of at most doubled degree) with

values in SL
(∧2

(R3)
)

. Moreover, note that the co-volume of Zv1+Zv2 equals

the area of the parallelogram spanned by v1 and v2, or equivalently the length
of v1 ∧ v2 (identified with the exterior product v1 × v2).

(2) As we will see in the course of the proof, the exponent 2D can be replaced

by any ` > 1 with the property that ‖vp(t)‖2 for v ∈ R3 and ‖w
∧2

p(t)‖2
for w ∈

∧2
(R3) are polynomials of degree no more than 2`. Notice that the

choice ` = 2D has this property. In the case of the orbit of the one-parameter
unipotent subgroup given by

p(t) = g

1 −t
1

1


we may take ` = 1, while for that defined by

p(t) = g

1 −t 1
2 t

2

1 −t
1


we may take ` = 2.
(3) There are two ways in which one can establish the assumptions (4.5)
and (4.6), and both are important in applying Theorem 4.4.

(a) Given p and T , one can find η > 0 with the desired property, for example
by taking
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4.2 The Case of 3 = SL3(Z)\ SL3(R) 135

η = min
{
λ1(Z3p(0)),

√
α2(Z3p(0))

}
.

(b) Given p such that vp(t) is non-constant for any v ∈ Z3 and also V p(t)
is a non-constant subspace for any rational plane V ⊆ R2, one can find
some T0 > 0 such that for T > T0 we can use η = 1. In fact, there are only
finitely many vectors v ∈ Z3 with ‖vp(0)‖ 6 1, and for each of them vp(t)
is non-constant and hence there must be some T0 such that (4.5) holds
for T > T0 and η = 1. The argument to establish (4.6) is similar.

4.2.2 A Lemma About Polynomials

We now prove a lemma which replaces the argument involving the linear
function v2−tv1 in the proof of Proposition 4.2 (see in particular Figure 4.1).

Lemma 4.6 (Small values of polynomials). Let p ∈ R[t] be a polynomial
of degree L, and fix T > 0. Then for every ε > 0,

1

T

∣∣{t ∈ [0, T ] | |p(t)| < ε‖p‖T,∞
}∣∣�L ε

1/L, (4.7)

where
‖p‖T,∞ = sup

t∈[0,T ]

|p(t)|.

The situation is illustrated in Figure 4.3 for the polynomial p(t) = t4.

T

et1

et2

Fig. 4.3 The graph of p(t) = tL for L = 4 shows that the left-hand side of (4.7) can
indeed be of the size ε1/L.

The main property of polynomials that will be used in the proof of The-
orem 4.4 is Lemma 4.6. A function or family of functions p : [0, T ] → R
is† polynomial-like of degree no more than L, or simply is of degree no more

† The more common, but less informative, terminology is (C,α)-good, where α = 1
L

and C

is the implied constant.
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136 4 Quantitative Non-Divergence

than L if p satisfies the conclusion of Lemma 4.6, and the implied constant
does not depend on the particular function p if a whole family of such func-
tions is being considered. We will not pursue this generality here, and instead
refer to the papers of Kleinbock and Margulis [?] and of Kleinbock [?].

Proof of Lemma 4.6. By induction we may assume that the lemma already
holds for all polynomials of degree less than L. The claim of the lemma is
invariant under the following transformations:

• Replacing p by 1
‖p‖T,∞ p.

• Replacing T by 1 and at the same time p(t) by p(tT ) for t ∈ [0, 1].

Thus we may assume without loss of generality that T = 1 and ‖p‖1,∞ = 1.
Let a1, . . . , ar ∈ R and z1, z1, . . . , zs, zs ∈ CrR be the list of real zeros and
pairs of complex conjugate zeros of p, listed with multiplicity so that

r + 2s = L.

Let b ∈ R be the leading coefficient of p, so that

p(t) = b(t− a1) · · · (t− ar)(t− z1)(t− z1) · · · (t− zs)(t− zs).

Suppose first that |a1| > 2. Then we have

1�
∣∣∣∣ t− a1

a1

∣∣∣∣� 1

for all t ∈ [0, 1]. Hence the claim for p is equivalent to the claim for the
polynomial

p̃(t) = ba1(t− a2) · · · (t− ar)(t− z1)(t− z1) · · · (t− zs)(t− zs)

of degree L−1 (with different multiplicative constants). Similarly, if |z1| > 2,
then

1�
∣∣∣∣ (t− z1)(t− z1)

z1z1

∣∣∣∣� 1

for all t ∈ [0, 1], and we may reduce the claim to a polynomial of degree L−2.
Thus we may assume that

|a1|, . . . , |ar|, |z1|, . . . , |zs| 6 2.

Now for t ∈ [0, 1] we have

|t− ai| 6 3 and |t− zj | 6 3

for i = 1, . . . , r and j = 1, . . . , s. It follows that

1 = ‖p‖1,∞ 6 |b|3L. (4.8)
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4.2 The Case of 3 = SL3(Z)\ SL3(R) 137

Suppose now
|{t ∈ [0, 1] | |q(t)| < ε}| �L ε

1/L (4.9)

holds for all ε > 0 and the polynomial

q(t) = (t− a1) · · · (t− ar)(t− z1)(t− z1) · · · (t− zs)(t− zs) =
1

b
p(t).

Then, since |p(t)| < ε implies |q(t)| < ε
b , we get from (4.8)–(4.9) that

|{t ∈ [0, T ] | |p(t)| < ε}| �L

(ε
b

)1/L

6 3ε1/L

and so the lemma.
It remains to prove (4.9). Suppose that t ∈ [0, 1] has distance at least ε1/L

from any of the zeros

a1, . . . , ar, z1, z1, . . . , zs, zs.

Then clearly |q(t)| > ε. On the other hand the elements t ∈ [0, 1] with
distance less than ε1/L from ai (respectively zi) lie in an interval of length at
most 2ε1/L. This gives (4.9), with 2(r + s) 6 2L as the implied constant. As
discussed above, the lemma follows. �

4.2.3 Protection Arising From a Flag

The most important feature that makes the proof of Proposition 4.2 eas-
ier than the case of SL3(R) considered here is the fact that a unimodular
lattice Λ 6 R2 cannot have two linearly independent vectors of length less
than one. This gave automatic ‘protection’ from short vectors: if there is a Λ-
primitive vector of length less than one, and this vector is not tiny, then no
tiny non-zero vector can exist in Λ. Using this we defined protecting intervals
which were automatically disjoint.

This property of only one short vector is manifestly false for unimodular
lattices in R3. For example, the lattice

Λn = 1
nZe1 + 1

nZe2 + n2Ze3

is unimodular for any n > 1, and contains two linearly independent vectors
of length 1

n . What we need to discuss in order to get a similar protection
phenomenon in R3 are flags.

A flag in Rd is a collection comprising a line

V1 = Rv1,
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138 4 Quantitative Non-Divergence

a plane
V2 = Rv1 + Rv2 ⊇ V1,

and so on up to a hyperplane

Vd−1 = Vd−2 + Rvd−1 ⊇ Vd−2.

We also write V0 = {0} and Vd = Rd.

Lemma 4.7 (Protection coming from flags). Let Λ 6 Rd be a unimod-
ular lattice, and let

V0 = {0} ⊆ V1 ⊆ V2 ⊆ · · · ⊆ Vd = Rd

be a flag of Λ-rational subspaces. Then

λ1(Λ) > min
i=1,...,d

{
(Λ ∩ Vi)

(Λ ∩ Vi−1)

}
,

where ({0}) = (Λ) = 1.

This gives the desired protection in the following sense, illustrated for the
case d = 3: If (Λ∩ V1) is of size roughly ε, and (Λ∩ V2) is of size roughly ε2,
then Λ does not contain vectors that are much shorter than ε.

Proof of Lemma 4.7. Let v ∈ Λ be chosen with norm ‖v‖ = λ1(Λ). If v
does not lie in Vd−1, then the co-volume of

Λ ∩ Vd−1 + Zv ⊆ Rd

is equal to (Λ ∩ Vd−1) · ‖π(v)‖, where π : Rd → V ⊥d−1 is the orthogonal
projection. In particular, since the co-volume of Λ ⊇ Λ ∩ Vd−1 + Zv is 1, we
have

1 = (Λ) 6 (Λ ∩ Vd−1 + Zv)

= (Λ ∩ Vd−1)‖π(v)‖
6 (Λ ∩ Vd−1)‖v‖,

which implies the lemma in the case v /∈ Vd−1.
Suppose now that v ∈ Λ ∩ Vi+1 but v /∈ Vi for some i ∈ {1, . . . , d}. As

before,

(Λ ∩ Vi+1) 6 (Λ ∩ Vi + Zv)

= (Λ ∩ Vi)‖π(v)‖
6 (Λ ∩ Vi)‖v‖,

where π is the appropriate projection, and the lemma follows immediately.
�
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To handle the lack of disjointness of the protecting intervals for individual
vectors or subspaces we are also going to use a simple(18) covering lemma.

Lemma 4.8 (A covering lemma on intervals). Let I ⊆ R be a compact
interval, and let P1, . . . , PK ⊆ I be a finite collection of compact sub-intervals.
Then there exists a subcollection of these intervals Pj(1), . . . , Pj(k) which are
nearly disjoint in the sense that

k∑
`=1

1Pj(`) 6 2 (4.10)

while still having the same union,

k⋃
`=1

Pj(`) =

K⋃
n=1

Pn. (4.11)

None of the selected intervals Pj(`) is strictly contained in any of the other
intervals P1, . . . , PK .

Proof. Let

U =

K⋃
n=1

Pn,

and note that we may remove from the finite collection of intervals any inter-
val Pn which is properly contained in any other interval of the list without
affecting the set U . Below we construct our subcollection of intervals from
the remaining ones with a simple greedy algorithm, which will immediately
imply the last claim in the lemma.

Let Pn = [an, bn] for n = 1, . . . ,K, and let d0 = minU . Among all inter-
vals Pn with an = d0, there is one with maximal bn. We select this interval
first, writing d1 for its endpoint so

Pj(1) = [d0, d1].

If d1 is an interior point of U then we list all intervals containing d1 and
choose once again an interval whose right-hand end point is largest among
all those containing d1. Formally,

d1 = max{bn | an = d0},
d2 = max{bn | an 6 d1 < bn} > d1,

and

Pj(1) = [d0, d1],

Pj(2) = Pn = [an, d2],
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140 4 Quantitative Non-Divergence

where we pick some n as in the definition of d2.
If d2 is again an interior point of U we continue in the same way until we

come to a boundary point of U . At this stage we may restart the process with
the next biggest element of U if there is one, or finish the process of selecting
intervals if U has no remaining points to the right of the right end point of
the last selected interval.

By construction, at each stage of the selection of the intervals

Pj(1), . . . , Pj(`)

we have ⋃̀
r=1

Pj(r) = U ∩ (−∞, bj(`)],

giving (4.11). Moreover, the only selected interval other than Pj(1) that can
intersect non-trivially with Pj(1) is Pj(2), since if

Pj(1) ∩ Pj(`) 6= ∅

for some ` > 2 then aj(`) 6 d1, d1 is an interior point of U , and

bj(`) > bj(1) = d1

(since ` > 2). Hence bj(`) 6 d2 by our choice of d2, which forces ` to be 2.
Repeating this argument gives (4.10) as required. �

4.2.4 Non-Divergence for 3 — Obtaining Protecting
Flags

In the course of the proof we will treat 1- and 2-dimensional subspaces on
the same footing, so we will use the notation V uniformly for both from now
on.

Proof of Theorem 4.4. Assume that p : [0, T ]→ SL3(R) has the property
that

(V, t)
2

is polynomial of degree† no more than 2D for every rational subspace V ⊆ R3.
Furthermore, let η 6 1 satisfy (4.5) and (4.6), and fix ε ∈ (0, η].
First stage protection intervals: Notice that there are only finitely
many rational subspaces V ⊆ R3 for which

(V, t) 6 ηdimV

† We will here use this meaning of the parameter D, rather than the one used in the

theorem (see Remark 4.5).
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for some t ∈ [0, T ]. For each of those subspaces V we define the intervals PV,i
for i = 1, . . . , `V to be the set of maximal subintervals† of

{t ∈ [0, T ] | (V, t) 6 ηdimV }.

Notice that by maximality of the subintervals and the assumptions (4.5)
and (4.6) we have (V, t) = ηdimV for at least one of the endpoints of each of
the intervals PV,i. In particular

sup
t∈PV,i

(V, t) = ηdimV . (4.12)

This defines a collection of closed intervals PV,i where we vary both V and i.
Applying Lemma 4.8 to this collection and the interval [0, T ], we obtain a
nearly disjoint subcollection

P1, . . . , Pm

of these intervals with ⋃
V

⋃
i

PV,i =

m⋃
r=1

Pr

and with
m∑
i=1

1Pi 6 2.

We write Vr for the subspace that gave rise to the interval Pr = PVr,ir for
some ir ∈ {1, . . . , `Vr}. As this subspace alone does not give protection (since
Lemma 4.7 needs a complete flag and we only have one subspace), we need
to do another search for a compatible subspace as follows.
Second stage protection intervals: Suppose first that Vr for

r ∈ {1, . . . ,m}

is a line. Consider now the intervals

PV,i ∩ Pr

for all rational planes V ⊆ R3 that are compatible‡ with Vr. Now apply the
covering lemma on Pr to this collection to obtain nearly disjoint subintervals

Pr,1, . . . , Pr,n(r) ⊆ Pr

with

† As each such subinterval accounts for two roots of the polynomial equation (V, t)2 =

η2 dimV , there can be at most D such intervals.
‡ That is, with Vr ⊆ V .
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⋃
Vr⊆V,
plane

⋃
i

PV,i ∩ Pr =

n(r)⋃
s=1

Pr,s ∩ Pr.

Similarly, if Vr for r ∈ {1, . . . ,m} is a plane, then we obtain nearly disjoint
subintervals

Pr,1, . . . , Pr,n(r) ⊆ Pr
defined by compatible rational lines V ⊆ Vr with

⋃
V⊆Vr,

line

⋃
i

PV,i ∩ Pr ⊆
n(r)⋃
s=1

Pr,s ∩ Pr.

In both cases n(r) = 0 is possible.
Just as we denote by Vr the subspace that gave rise to the interval Pr, we

also write Vr,s for the subspace giving rise to Pr,s and ir,s for the correspond-
ing index so that Pr,s = PVr,s,ir,s ∩ Pr.

By construction Vr and Vr,s are compatible (that is, they define a complete
flag in R3) for all r and s. We will show that the intervals

P1, . . . , Pm, P1,1, . . . , P1,n(1), . . . , Pm,1, . . . , Pm,n(m)

together give the desired protection.
Bad subsets: We now define for ε > 0 the associated bad subsets of the
intervals above:

(r, ε) =
{
t ∈ Pr | (Vr, t) 6 εηdimVr−1

}
,

(r, s, ε) =
{
t ∈ Pr,s | (Vr,s, t) 6 εηdimVr,s−1

}
and the union

(ε) =

m⋃
r=1

(r, ε) ∪
n(r)⋃
s=1

(r, s, ε)

 .

Estimate of bad subset: By Lemma 4.6 applied to†

(Vr, t)
2

on the interval Pr we get

|(r, ε)| �
(
ε

η

)1/D

|Pr| , (4.13)

by (4.12).

† Note that (Vr, t) is in general not a polynomial, but (Vr, t)
2 is a polynomial.
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To prove the same for (r, s, ε) we need to show an analogue of (4.12)
for Pr,s = PVr,s,ir,s ∩ Pr. For this, notice that by Lemma 4.8 (from the first
application that gave rise to P1, . . . , Pr, . . . , Pm) none of the intervals PVr,s,ir,s
can contain Pr properly — let us refer to this as the non-containment. If both
end points t of PVr,s,ir,s satisfy (Vr,s, t) = ηdimVr,s (because they are in (0, T ),
for example) then (due to the non-containment) one of them must be in Pr,
and so

sup
t∈Pr,s

(Vr,s, t) = ηdimVr,s . (4.14)

If, on the other hand, we have (Vr,s, t) < ηdimVr,s for one of the endpoints
of PVr,s,ir,s (this endpoint would have to be 0 or T ), then the other will have
to be in Pr (due to the non-containment) and we again get (4.14). Therefore,
using Lemma 4.6 together with (4.14) as a replacement for (4.12) gives as
before

|(r, s, ε)| �
(
ε

η

)1/D

|Pr,s| . (4.15)

Since the intervals Pr,s ⊆ Pr are all nearly disjoint we get

n(r)∑
s=1

|Pr,s| 6 2 |Pr| � |Pr| . (4.16)

Thus we may take the union and use (4.13), (4.15) and (4.16) to obtain the
estimate

|(ε)| 6
m∑
r=1

|(r, ε)|+ n(r)∑
s=1

|(r, s, ε)|


�
(
ε

η

)1/D m∑
r=1

|Pr|

6 2

(
ε

η

)1/D

T,

since the intervals
P1, . . . , Pm ⊆ [0, T ]

are nearly disjoint.
Protection: We now show that

{t ∈ [0, T ] | SL3(Z)p(t) /∈ 3(ε)} ⊆ (ε), (4.17)

for all ε 6 η, so that the estimate above then implies the theorem.
Suppose therefore that t ∈ [0, T ] has the property that Z3p(t) contains

an ε-short vector vp(t). Since ε 6 η, this shows that t belongs to one of
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the protecting intervals defined by V = Rv. Hence we must have t ∈ Pr for
some r ∈ {1, . . . ,m} by choice of these intervals.

If V = Vr then we have t ∈ (r, ε) ⊆ (ε). If Vr is a line but V 6= Vr,
then V + Vr is a subspace compatible with Vr and

(V + Vr, t) 6 (V, t) (Vr, t) 6 εη 6 η
2.

Therefore t ∈ Pr ∩ PV+Vr,i (for some i) and so t ∈ Pr,s for some s ∈
{1, . . . , n(r)} by construction. We have obtained a complete flag: Vr ⊆ Vr,s
with

t ∈ Pr ∩ Pr,s.

Suppose now that Vr is a plane. Recall that

(V, t) 6 ε,

(Vr, t) 6 η.

We may assume that V ⊆ Vr. For if V + Vr = R3, η 6 1 and ε < 1 (which
we may assume) then we get a contradiction to the unimodularity of the
three-dimensional lattice. Therefore, t ∈ Pr ∩ PV,i for some i and so there
must exist some s ∈ {1, . . . , n(r)} with t ∈ Pr,s. Once more we have obtained
a complete flag: Vr,s ⊆ Vr with t ∈ Pr ∩ Pr,s.

Hence it remains to consider the case t ∈ Pr and t ∈ Pr,s. Let us also
assume, for the purposes of a contradiction, that

t /∈ (r, ε) ∪ (r, s, ε) .

Hence
εηdimVr−1 6 (Vr, t) 6 η

dimVr

and
εηdimVr,s−1 6 (Vr,s, t) 6 η

dimVr,s ,

and together Vr and Vr,s define a flag in R3. Lemma 4.7 may now be applied
to show that

λ1

(
Z3p(t)

)
> min

(
ε, 1
η2

)
= ε,

in contradiction to the assumption on t. This proves the claim (4.17), and
hence the theorem. �

4.3 The General Case of d = SLd(Z)\ SLd(R)

Let us now state and prove the general version of the non-divergence theorem
(using the abbreviations and tools introduced in the last section).
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Theorem 4.9 (Quantitative non-divergence for d by Margulis, Dani
and Kleinbock(19)). Suppose that

p : R→ SLd(R)

is a polynomial and T > 0 is such that

sup
t∈[0,T ]

(V, t) > ηdimV (4.18)

for some η ∈ (0, 1] and all rational subspaces V ⊆ Rd. Assume further-
more that 2D is an upper bound for the degrees of (V, t)2 for all rational
subspaces V ⊆ Rd. Then, for ε ∈ (0, η],

1

T
|{t ∈ [0, T ] | Γp(t) /∈ d(ε)}| �d,D

(
ε

η

)1/D

. (4.19)

Proof. The proof comprises the following steps:

(1) iterated construction of protecting intervals and partial flags;
(2) definition and estimate of the bad subsets;
(3) reaching the conclusion by combining the established properties.

Inductive step to construct protecting intervals: Suppose we are
given an interval I ⊆ R and a ‘partial flag’

F =
{
{0} ( V1 ( V2 ( · · · ( Vk ( Rd

}
of rational subspaces of Rd with 0 6 k < d− 1 such that

sup
t∈I

(Vj , t) 6 η
dimVj

for j = 1, . . . , k and
sup
t∈I

(V, t) > ηdimV (4.20)

for any rational subspace V 6 Rd that is compatible† with F . Initially we
have k = 0 and (4.20) is precisely the assumption of Theorem 4.9.

Now consider all rational subspaces V 6 Rd that are compatible with the
partial flag F . For each such subspace split

{t ∈ I | (V, t) 6 ηdimV }

into its connected components, giving rise to subintervals

PV,1, . . . , PV,`V .

† This means that V /∈ F and F ∪ {V } is again a partial flag or a flag.
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146 4 Quantitative Non-Divergence

Varying both V and the second index, we may apply Lemma 4.8 to obtain a
finite nearly disjoint subcollection

P1, . . . , Pm

of these intervals with the same union, so

⋃
V compatible

with F

{t ∈ I | (V, t) 6 ηdimV } =

m⋃
r=1

Pr

and and union is nearly disjoint so that

m∑
r=1

|Pr| 6 2|I|.

Let us write Vr for the subspace that gave rise to the interval Pr = PVr,ir for
some ir.

On each of those sub-intervals Pr we have the new (maybe partial or
complete) flag

F ∪ {Vr}

with
sup
t∈Pr

(V, t) 6 ηdimV

for all V ∈ F ∪ {Vr}. Now let V be either Vr or a rational subspace that is
compatible with F ∪{Vr}. In particular, V is compatible with F and so was
considered in the construction of the subintervals

P1, . . . , Pm ⊆ I.

By Lemma 4.8 this shows that Pr is not strictly contained in any of the
subintervals

PV,1, . . . , PV,`V

defined by V , so that (by the same argument that lead to (4.14))

sup
t∈Pr

(V, t) > ηdimV

respectively
sup
t∈Pr

(Vr, t) > η
dimVr . (4.21)

Iterating the construction: As hinted at before, we start the iterative
construction with I = [0, T ], F = {} and k = 0. By (4.18) the inductive
hypothesis is satisfied, and the inductive step above defines intervals

P1, . . . , Pr
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and subspaces
V1, . . . , Vr.

On each of the intervals Pi1 for i1 = 1, . . . , r, the partial flag Fi1 = {Vi1}
satisfies the inductive hypothesis so that the inductive step can be repeated,
giving rise to intervals

Pi1,i2 ⊆ Pi1
and partial flags

Fi1,i2 = Fi1 ∪ {Vi1,i2}

for a compatible subspace Vi2 . In general, let us write

ı̄ = (i1, . . . , ik)

for the multi-index arising,
Pı̄ = Pi1,...,ik

for the intervals arising, and

Fı̄ = Fi1,...,ik

for the flags or partial flags arising. The construction stops when, for a given
interval Pı̄ and partial or complete flag Fı̄ there is no compatible rational
subspace V for which

{t ∈ Pı̄ | (V, t) < ηdimV }

is non-empty, and certainly stops if Fı̄ is a (complete) flag. This may be
thought of as a finite graded tree labeled by the intervals and the flags or
partial flags, as illustrated in Figure 4.4.

two three

zero

four

one

Fig. 4.4 Inductive construction of the intervals and flags.

Definition of Bad subsets: For any (Pı,Fı) as constructed above, we
define the following bad subset

(ı, ε) = {t ∈ Pı | (Vı, t) 6 εηdimV }.
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148 4 Quantitative Non-Divergence

Taking the union we define

(ε) =
⋃

ı=(i1,...,ik),

k>1

(ı, ε)

Estimate for Bad subset: Applying Lemma 4.6 to the interval Pı and
the polynomial (Vı, t)

2 (using (4.21), and the definition of (ı, ε)), we get

|(ı, ε)| �D

(
ε

η

)1/D

|Pı| . (4.22)

We now have to induct backwards to obtain the desired estimate for (ε). In
fact we claim that∣∣∣∣∣∣

⋃
(j1,...,js)

((ı, j1, . . . , js), ε)

∣∣∣∣∣∣�d,D

(
ε

η

)1/D

|Pı| . (4.23)

If {Pı,Fı} is a bottom leaf of the tree in Figure 4.4, then this is the
same bound as (4.22). If, on the other hand, it is not then we may assume
that (4.23) already holds for (ı, j1) for all j1 = 1, 2, . . . . Therefore∣∣∣∣∣∣

⋃
(j1,...,js)

((ı, j1, . . . , js)ε)

∣∣∣∣∣∣ 6 |(ı, ε)|+
∑
j1

∣∣∣∣∣∣
⋃

(j2,...,js)

((ı, j1, . . . , js)ε)

∣∣∣∣∣∣
�d,D

(
ε

η

)1/D

|Pı|+
(
ε

η

)1/D∑
j1

|Pı,j1 |

by (4.22) for (ı, ε) and the inductive hypothesis. Since the intervals

Pı,1, . . . , Pı,m ⊆ Pı

are nearly disjoint we also have∑
j1

|Pı,j1 | � |Pı|,

which concludes the inductive step. For ı̄ = ∅ (the root at the top of the
graded tree) this shows

|(ε)| �d,D

(
ε

η

)1/D

T. (4.24)

Conclusion of the argument: It remains to show that

{t ∈ [0, T ] | Γp(t) /∈ d(ε)} ⊆ (ε), (4.25)
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since (4.24) then proves the theorem. Suppose therefore that

Γp(t) /∈ d(ε),

or equivalently that there exists some vector w ∈ Zdr{0} with ‖wp(t)‖ < ε.
Since ε 6 η we have t ∈ PW,j for W = Rw and some j. Hence t lies in Pi1
for some i1. If t ∈ (i1, ε) ⊆ (ε) then we have shown (4.25) for this value of t.
So we may assume that t /∈ (i1, ε). For the sake of the induction to come we
continue the argument in greater generality.

Suppose we have shown (or rather, reduced the problem to the case) t ∈ Pı
but εηdimV−1 < (V, t) 6 ηdimV for all V ∈ Fı. Write

Fı = {V1 ( V2 ( · · · ( Vk}

and assume that a ∈ {1, . . . , k} is maximal with respect to the property

W = Rw 6⊆ Va.

This implies that
(Va +W, t) 6 ηdimVaε 6 ηdimVa

and so Va +W /∈ Fı and Va +W is compatible with Fı (since it contains Va
and is contained in Va+1). In other words, Fı is not a complete flag and t
belongs to one of the intervals defined by Va + W , so that t ∈ P(ı1,ik+1) for
some ik+1. If t ∈ (ı, ik+1, ε) then we are again done. That is, we have the
same situation as before and can repeat the argument.

The iterative argument above will only stop when t lies in (ε). Since every
time the argument repeats we know that we only can have had a partial flag
at the last stage, it can take at most d iterations to reach the conclusion.

�

Corollary 4.10 (Non-escape of mass for d). If x ∈ d and

{ut | t ∈ R} < SLd(R)

is a one-parameter unipotent subgroup, then every weak*-limit of the collec-
tion of measures {

1
T

∫ T

0

(ut)∗δx dt | T > 0
}

is a probability measure on d.

Proof. Let Λx < Rd be the lattice corresponding to x ∈ d, and define

η = min
{

k
√
αk(Λx) | 1 6 k 6 d

}
.

Fix an arbitrary ε ∈ (0, η] and choose some f ∈ Cc(d) with
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150 4 Quantitative Non-Divergence

1d(ε) 6 f 6 1 = 1d.

By Theorem 4.9 we have

1− c
(
ε

η

)1/D

6
1

T

∫ T

0

f (ut.x) dt 6 1

for some constant c = cd,D. Now choose a weak*-convergent subsequence of
the measures

1

T

∫ T

0

(ut)∗ δx dt

to obtain the bound

1− c
(
ε

η

)1/D

6
∫
d

f dµ

for the limit measure µ. Since f 6 1 this shows that

µ (d) > 1− c
(
ε

η

)1/D

.

As ε ∈ (0, η] was arbitrary, the corollary follows. �

4.4 Closed Orbits (often) Have Finite Volume

In this section we return to the discussion of orbits H.x for a connected
subgroup H 6 SLd(R) and point x ∈ d = SLd(Z)\ SLd(R). Recall that H
is called semi-simple if its Lie algebra is semi-simple, and that this implies
that H is an almost direct product of normal simple subgroups (which may
be compact or non-compact; see Section 2.1). We say that the subgroup H is
unipotent if H can be conjugated into the strict upper-triangular subgroup

N =




1 ∗ · · · ∗
1 ∗ ∗

. . .
...
1


 ,

which implies that its Lie algebra is nilpotent. For these subgroups we can
give another connection between the property of having a closed orbit and
the property of having an orbit of finite volume. In fact we will prove a partial
converse to Proposition 1.12.ELon suggests: the

second proof prob-
ably works for all
groups generated by
unipotents

Theorem 4.11 (Borel Harish-Chandra theorem, Part I). Let x ∈ d,
and let H < SLd(R) be a connected subgroup which is semi-simple or unipo-
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tent. If the orbit H.x is closed, then it has finite volume†. In the case H is
unipotent, the orbit is compact.

We refer to Exercise 4.4.2 for an immediate corollary (which is the standard
way of phrasing the Borel Harish-Chandra theorem) and to Section 7.4 for
the general case of the theorem (which requires a few more definitions from
the theory of algebraic groups).

Proof of Theorem 4.11 for semi-simple subgroups. Let

H = H1 · · ·H`Hcompact

be the almost direct product of simple non-compact normal factorsH1, . . . ,H`

and a compact normal semi-simple subgroup Hcompact as in Section 2.1. Now
choose, for each Hi, a non-trivial unipotent one-parameter subgroup

Ui = {ui(t) | t ∈ R}

and define the diagonally embedded unipotent subgroup

U = {u1(t)u2(t) · · ·un(t) | t ∈ R}.

By Theorem 2.11 this subgroup U 6 H satisfies the following form of the
Mautner phenomenon: If H acts unitarily on a Hilbert space‡ H and a
vector is fixed by U , then the same vector is fixed by H1 · · ·H`.

Now choose a compact set K ⊆ H.x of positive volume with respect to
the H-invariant Haar measure mH.x on the orbit H.x ⊆ d (as in Propo-
sition 1.9 applied to StabH(x)\H). Since K ⊆ d is compact, we can find
some η ∈ (0, 1] such that

αk(Λx) > ηk

for k = 1, . . . , d and any x ∈ K. Now apply Theorem 4.9 to find some ε ∈ (0, η]
with

1

T
|{t ∈ [0, T ] | ut.x /∈ d(ε)}| < 1

2
(4.26)

for all T > 0. Since Hcompact ⊆ H is compact and H.x is closed, we have
that (see Proposition 1.13)

d(ε)Hcompact ∩H.x
is a compact subset of the orbit H.x, and so

f = 1d(ε)Hcompact
∈ L2(H.x,mH.x)

is square-integrable with respect to mH.x. We define

† That is, the orbit supports a finite H-invariant measure.
‡ In this instance, the Hilbert space will be L2(H.x,mH.x).
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f(y) = lim inf
n→∞

1

n

∫ n

0

f(ut.y) dt.

Notice that∥∥∥∥ 1

n

∫ n

0

f(ut.x) dt

∥∥∥∥2

L2(mH.x)

=
1

n2

∫ n

0

∫ n

0

∫
H.x f(ut1.y)f(ut2.y) dmH.x(y)︸ ︷︷ ︸

6‖f‖2
L2(mH.x)

6 ‖f‖2L2(mH.x).

Hence, by Fatou’s lemma, we get

‖f‖2L2(mH.x) =

∫
H.x lim inf

n→∞

(
1

n

∫ n

0

f(ut.y) dt

)2

dmH.x(y)

6 lim inf
n→∞

∫
H.x

(
1

n

∫ n

0

f(ut.y) dt

)2

dmH.x(y)

6 ‖f‖2L2(mH.x) <∞,

or equivalently f ∈ L2(mH.x).

We can now finish the proof quite quickly. Since f ∈ L2(mH.x) is ut-
invariant for all t ∈ R by construction, it is also H1 · · ·H`-invariant by the
Mautner phenomenon (Theorem 2.11). Furthermore, f = 1d(ε)Hcompact

is in-
variant under Hcompact by definition. Since ut commutes with Hcompact, it
follows that f is also invariant under Hcompact. Since H = H1 · · ·H`Hcompact

and f ∈ L2(mH.x) we see that f ≡ c is equal mH.x-almost everywhere to

some constant c. By definition and (4.26) we have c > 1
2 and so

c2mH.x(H.x) = ‖f‖2L2(mH.x) <∞

implies that H.x has finite volume. �

Proof of Corollary 4.11 for unipotent subgroups. In the proof of
Corollary 4.11 for the semi-simple case it was convenient that we could find
one one-parameter unipotent subgroup that satisfied the hypothesis of the
Mautner phenomenon for ‘most’ of H. In the unipotent case we have instead
to use finitely many one-parameter unipotent subgroups Uj = {uj(t) | t ∈ R}
for j = 1, . . . n that together generate H.

Let K ⊆ H.x be a compact set. Then, finding first η > 0 and then ε ∈ (0, η]
as above, there exists a compact subset L ⊆ H.x (where L = d(ε) ∩ H.x,
relying on the assumption that H.x is closed) such that

1

T
|{t ∈ [0, T ] | u1(t).y /∈ L}| < 1

2
(4.27)

for all y ∈ K. Now let f = 1L ∈ L2(mH.x) and
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f1(y) = f(y) = lim inf
n→∞

1

n

∫ n

0

f(u1(t).y) dt

so that f1 ∈ L2(mH.x), f1 is U1-invariant, and f1(y) > 1
2 for all y ∈ K.

Suppose now that for j 6 n we have already shown that for any compact
set K ⊆ H.x there exists some fj ∈ L2(mH.x) which is U1-invariant, U2-
invariant, and so on up to Uj-invariant, and satisfies fj(y) > ( 1

2 )j for all y ∈
K. If j = n then the function is H-invariant and the theorem follows as
before.

So suppose that j < n and let K ⊆ H.x be a compact subset. Now
choose L ⊆ H.x as in (4.27) but for uj(t) instead of u1(t). Next apply the
inductive hypothesis to L to find a function fj ∈ L2(mH.x) which is invariant
under U1, U2, . . . , Uj and satisfies fj(y) > ( 1

2 )j for all y ∈ L. We define

fj+1(y) = fj(y) = lim inf
n→∞

1

n

∫ n

0

fj(ut.y) dt.

By construction of fj , L, and fj+1 we know that fj+1 ∈ L2(mH.x), that fj+1

is Uj+1-invariant, and that fj+1(y) > ( 1
2 )j+1 for all y ∈ K. However, at first

sight it may not be clear why fj+1 is still invariant under Ui for i = 1, . . . , j
(since Ui may not commute with Uj+1). Here the Mautner phenomenon (The-
orem 2.11) comes to the rescue. In fact, by Theorem 2.11, fj is actually
invariant under a normal subgroup N CH containing U1, . . . , Uj . Therefore

uj+1(t)ui(s) = ns,tuj+1(t)

for all i = 1, . . . , j, and s, t ∈ R, and some ns,t ∈ N . This shows that

fj(uj+1(t)ui(s).y) = fj(ns,tuj+1(t).y) = fj(uj+1(t).y)

for mH.x-almost every y. Integrating over t ∈ [0, n] and taking the limit
infimum as in the definition of fj+1, we get

fj+1(ui(s).y) = fj+1(y).

This concludes the induction and so also the proof of the first statement
Corollary 4.11 for unipotent subgroups.

It remains to show that H.x is compact. Note that any unipotent subgroup
of SLd(R) has a nilpotent Lie algebra and so can be conjugated into the upper
triangular unipotent subgroup by Engel’s theorem ([?, Thm. 1.35]). On the
upper triangular unipotent subgroup the logarithm map is a polynomial with
a polynomial inverse, and H consists of all points that image in the Lie
algebra of H. Hence we see that a unipotent connected subgroup H consists
of the R-points H = H(R) of an algebraic subgroup H over R. Now assume
by conjugating H by g ∈ G, where x = SLd(Z)g, that x = SLd(Z). Then
the Borel density theorem (Theorem 3.30) implies that H ∩SLd(Z) is Zariski
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dense in H, which in turn implies that H is an algebraic group over Q. Hence
the Lie algebra of H is a rational subspace of sld(R) and by Theorem 3.9 we
see that H.SLd(Z) is compact. �

Exercises for Section 4.4

Exercise 4.4.1. Let Q be a real non-degenerate quadratic form of signature (p, q) in d > 3

variables with p > q > 1. Suppose that the orbit SLd(Z) SO(Q)(R) is closed. Show that a

multiple of Q has integer coefficients.

Exercise 4.4.2. (20) Let G < SLd be a semi-simple or unipotent algebraic group defined
over Q. Show that G(Z) = G(R) ∩ SLd(Z) is a lattice in G(R).

Notes to Chapter 4

(17)(Page 133) This result, or rather its higher-dimensional counterpart in Section 4.3, has
a long history; see Margulis [?], [?]; Dani [?], [?]; Kleinbock and Margulis [?]; Kleinbock [?].
(18)(Page 139) This is a simple special case of the Besicovitch covering lemma (see [?]).
(19)(Page 145) As mentioned before, this result has a long history; see Margulis [?], [?];
Dani [?], [?]; Kleinbock and Margulis [?]; Kleinbock [?].
(20)(Page 154) This is a special case of the Borel Harish-Chandra theorem [?].
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Chapter 5

Action of Horospherical Subgroups

The inheritance property of ergodicity in the Mautner phenomenon (Theo-
rem 2.6) established in Chapter 2 already gives the equidistribution of many
orbits.

Indeed, if a simple Lie group G acts ergodically on (X,µ) and

{gt | t ∈ R} ⊆ G

is an unbounded one-parameter subgroup, then

1

T

∫ T

0

f(gt.x) dt→
∫
X

f dµ

for µ-almost every x ∈ X, for any f ∈ Cc(X). This is a straightforward
application of the pointwise ergodic theorem (see [?, Cor. 8.15 and Sec. 4.4.2]
and Lemma 6.10). A point x ∈ X with this property is called generic for µ
and the one-parameter subgroup {gt : t ∈ R}.

In this short chapter we start the discussion of unipotent dynamics by
considering the case of horospherical actions. For those actions we will show
unique ergodicity, and sometimes ‘almost unique ergodicity’, and we will
understand the distribution of orbits of any given point.

5.1 Dynamics on Hyperbolic Surfaces

Let us start by discussing briefly the case of the geodesic flow and the horo-
cycle flow on quotients of SL2(R) as introduced in Section 1.2

We note first that for the geodesic flow it is not possible to make a more
general statement about the equidistribution of orbits by relaxing the require-
ment that the point be µ-typical. Indeed, if gt = at is diagonalizable, then
the flow is partially hyperbolic and as a result X contains many irregular
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156 5 Action of Horospherical Subgroups

orbits. As this result can be considered of negative type we will not prove it
here, but see Example 5.1 resp. [?, Sec. 9.7.2] for a more detailed discussion
of the case of the geodesic flow on the modular surface.

Example 5.1. (21)For a compact quotient X = Γ\SL2(R), the action of the
one-parameter subgroup{

at =

(
e−t/2

et/2

)
| t ∈ R

}
has many orbits that stay on one side of the dotted line in Figure 5.1.

Fig. 5.1 There are many orbits under the action of A that stay on one side of the dotted

line furthest to the right.

We also refer to Exercises 5.1.1–5.1.4 for the behavior of the geodesic flow
and higher dimensional analogues.

This is in stark contrast to the behavior of orbits of the horocycle subgroup{
us =

(
1 s

1

)
| s ∈ R

}
in the compact surface X: the orbit of every point under this group action
visits the right-hand side at some point (much more is true, as we will show
below).

Hedlund [?] showed in 1936 that the horocycle flow on any compact quo-
tient Γ\ SL2(R) is minimal (that is, has no non-trivial closed invariant sub-
sets) and that Haar measure is ergodic. This was strengthened by Fursten-
berg [?] in 1972 and by Dani [?] in 1978, who showed the following theorems.

Theorem 5.2 (Unique ergodicity of horocycle flow). If X = Γ\SL2(R)
is compact, then the horocycle flow (i.e. the action of the subgroup){

us =

(
1 s

1

)
| s ∈ R

}
is uniquely ergodic.

Theorem 5.3 (Almost unique ergodicity of horocycle flow). If

X = SL2(Z)\SL2(R)
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(or another non-compact quotient of finite volume) then a probability mea-
sure m on X that is invariant and ergodic for the action of{

us =

(
1 s

1

)
| s ∈ R

}
is either

• the Haar measure mX on X inherited from the Haar measure on SL2(R);
or

• a one-dimensional Lebesgue measure supported on a periodic orbit of the
action.

i
long

short

Fig. 5.2 In the upper half-plane model of SL2(Z)\SL2(R), the speed of a periodic horocy-
cle orbit increases with the height, so the two different periodic orbits shown are of different

lengths. The longer periodic orbit could also be drawn in the fundamental domain, but it

would look very complicated.

We will prove Theorem 5.2 in Section 5.2 and give an outline of the proof
of Theorem 5.3 in Section 5.3.

Exercises for Section 5.1

Exercise 5.1.1. (Anosov shadowing for SL2(R)) Let X = Γ\ SL2(R) be the quotient
of SL2(R) by a discrete subgroup Γ < SL2(R).
(a) Let x ∈ X, T > 0, ε > 0 and y ∈ X be chosen with d(aT.x, y) < ε. Then there

exists a point z ∈ X with d(x, z) � e−T ε (and so d(at.x, at.z) � ε for t ∈ [0, T ])
and d(at.y, aT+t.z)� ε for all t > 0. Also show that there exists some δ with |δ| � ε such
that d(at+δ.y, aT+t.z)� e−t for all t > 0.

(b) Assume now that X is compact (for example, as in Figure 5.1) and use (a) to construct
non-periodic orbits as in Example 5.1.
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Exercise 5.1.2. (Anosov closing for SL2(R)) Let X = Γ\ SL2(R) be as in Exercise 5.1.1.

Let x ∈ X and T > 1 be chosen so that d(aT.x, x) 6 ε < 1. Show that there exists a
point z ∈ X which is periodic with period Tz satisfying

|Tz − T | � ε

and

d(at.x, at.z)� ε

for all t ∈ [0, T ].

Exercise 5.1.3. (Anosov shadowing for G) Let G be a connected Lie group, let Γ < G be

a discrete subgroup, let X = Γ\G, and let a ∈ G be such that Ada is diagonalizable with

positive eigenvalues.
(a) Let x ∈ X, N > 1, ε > 0 and y ∈ X be such that d(aN.x, y) < ε. Then there exists a

point z ∈ X, some λ < 1 (independent of x, y and Γ ) with

d(an.x, an.z)� λN−nε

for n = 0, . . . , N and
d(aN+n.z, an.y)� ε

for all n > 0.

(b) Assume that X has finite volume and a acts mixingly on X with respect to mX .
Construct non-periodic irregular orbits by iterating (a).

Exercise 5.1.4. (Anosov closing for X = Γ\SLd(R)) We let X = Γ\SLd(R) be any

quotient by a discrete subgroup Γ < G = SLd(R), and let A be the subgroup of G of
positive diagonal matrices. Let a ∈ A be a non-trivial element.

(a) Suppose that x ∈ X and N > 1 are such that d(aN , I) > 1 but d(aN.x, x) 6 ε <

1. Assume that ε is sufficiently small and that N is sufficiently large. Show that there
exists some z ∈ X and some a′ ∈ SLd(R) with aa′ = a′a, d(aN , a′) � ε, a′.z = z

and d(an.x, an.z)� ε for n = 0, . . . , N .realized how to do
the Anosov closing
for SLd(Z) SLd(R)
so that one does get
compact A-orbits in-
stead of just closed
ones for every d.
After taking with
Uri, he told me that
the solution is con-
taining ideas that
are also in his paper
with Barak http :
//arxiv.org/abs/1207.6343
I will at some point
make the appro-
priate changes to
the exercise and the
hints in the back.
Added reference to
the hint for 5.1.4.(c).

(b) Suppose that a is generic (that is, no two eigenvalues are the same) and X is compact.
Show that z as in (a) is a periodic point for A.

(c) Suppose d = 3 and a is generic and a does not have 1 as an eigenvalue, and X = 3 =

SL3(Z)\ SL3(R). Show again that the point z as in (a) is periodic for A.
(d) In the setting of (b) and of (c), show that periodic A-orbits are dense in X.

(e) Generalize the statement in (b) to any semi-simple group†.

5.2 Horospherical Actions on Compact Quotients

As we will show now the unique ergodicity of the horocycle flow on compact
quotients of SL2(R) as in Theorem 5.2 holds for other Lie groups and their
horospherical subgroups as well.

Suppose that G is a connected Lie group and let a ∈ G be an R-
diagonalizable element that acts as a mixing transformation‡ on all the quo-

† In that sense Poincaré recurrence can be used to construct anisotropic tori (see Sec-
tion 7.3).
‡ Unless a specific other probability measure is identified, a property of a transformation

on a homogeneous space like ergodicity, mixing, and so on, is meant with respect to the

measure induced by the Haar measure on G.
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5.2 Horospherical Actions on Compact Quotients 159

tients of G appearing below. Let

G−a =
{
g ∈ G | anga−n → I as n→∞

}
be the stable horospherical subgroup of a. The ‘general method’ discussed
below gives a way to classify the G−a -invariant ergodic probability measures
on X.

Theorem 5.4 (Unique ergodicity of horospherical actions(22)). Let G
be a linear Lie group, Γ < G be a uniform lattice, and let a ∈ G be R-
diagonalizable. Suppose a acts mixingly on X = Γ\G. Then the action of G−a
is uniquely ergodic.

Proof of Theorem 5.4 (and hence of 5.2). Let us assume compatibility
of the Haar measures in the sense that mX(π(B)) = mG(B) for any injective
Borel subset B ⊆ G, and that mX(X) = 1.

Since a is diagonalizable and G is linear, the subgroups G−a and

Pa =
{
g ∈ G | anga−n stays bounded as n→ −∞

}
can easily be defined in terms of the vanishing of certain matrix entries, and
so are closed subgroups. Together they define a local coordinate system, in
the sense that PaG

−
a contains an open neighborhood of the identity†, and the

implied representation of elements of G in that neighborhood is unique. In
fact, if u1p1 = u2p2 with u1, u2 ∈ G−a and p1, p2 ∈ Pa then

g = u−1
2 u1 = p2p

−1
1

has anga−n → I as n → ∞ and stays bounded as n → −∞, which together
show‡ that g = I. Moreover, the Haar measure of G restricts to the product
of a Haar measure on G−a and a left Haar measure on Pa (see Lemma 1.22).

We let B0 ⊆ G−a be a neighborhood of the identity with compact closure
such that mG−a

(∂B0) = 0 and define Bn = a−nB0a
n. We claim that

1

mG−a
(Bn)

∫
Bn

f(u.x) dmG−a
(u) −→

∫
X

f dmX (5.1)

for any f ∈ C(X) and any x ∈ X.
Assuming this for now, it follows that µ = mX is the only G−a -invariant

probability measure. Indeed if µ is another such measure then

† This can be quickly checked using the Lie algebras of G−a (and of Pa), which are simply

the sum of the eigenspaces of Ada for all eigenvalues of absolute value less than one
(respectively greater or equal than one).
‡ This is a consequence of considering the eigenvalue decomposition of the matrix g − I ∈
Matd(R) for the linear map

Matd(R) 3 v 7−→ ava−1.
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160 5 Action of Horospherical Subgroups∫
X

f dµ =

∫
X

1

mG−a
(Bn)

∫
Bn

f(u.x) dmG−a
(u) dµ(x) −→

∫
X

f dmX

by dominated convergence. As this would hold for any f ∈ C(X) we deduce
that µ = mX , as claimed.

Now fix a point x ∈ X = Γ\G and a function f ∈ C(X). By compactness f
is uniformly continuous, so given ε > 0 there is a δ > 0 for which

d(h, I) < δ =⇒ |f(h.y)− f(y)| < ε (5.2)

where d is a left-invariant metric on G (giving rise to the metric on X).
Now we can choose a compact neighborhood V ⊆ Pa of the identity whose
boundary has measure zero with

d(a−nhan, I) < δ

for h ∈ V and n > 0. Then

1

mG−a
(Bn)

∫
Bn

f(u.x) dmG−a
(u)

is within ε of

1

mG−a
(Bn)mPa(a−nV an)

∫
Bn

∫
a−nV an

f(hu.x) dmPa(h) dmG−a
(u)

because of (5.2). Using Bn = a−nB0a
n, the latter may in turn be written as

1

mG(V B0)

∫
V B0

f(a−ngan.x) dmG(g), (5.3)

since mG is locally the product of mPa and mG−a
. Now notice that

G−a 3 u 7→ u.x
is injective for all x ∈ X, for otherwise the injectivity radius at an.x would
shrink to zero, contradicting the compactness of X [MLE] (see Proposi-
tion 1.11 and Lemma 10.8). By a simple compactness argument, we may

[MLE] Rene suggested

the forward ref — not

sure, but it also doesn’t

make sense to move the

lemma forward as it has

a completely different

setup than what we do

now — maybe this is a

compromise.

assume that the above δ is small enough to ensure that the map

V B0 3 g 7→ g.x
is injective for all x ∈ X. Thus (5.3) can also be written as

1

mG(V B0)

∫
X

f(a−ny)1V B0an.x(y) dmX(y). (5.4)
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5.3 Almost Unique Ergodicity on Finite Volume Quotients 161

In the sequence (or in any of its subsequences) (an.x)n>1 we can find (by
compactness) a subsequence (ank.x)k>1 converging to some z ∈ X. Since†

‖1V B0a
nk.x − 1V B0.z‖2 −→ 0

by dominated convergence as k → ∞, we see that the expression (5.4) con-
verges to

1

mG(V B0)

∫
X

f dmX

∫
1V B0.z dmX

as n → ∞ because a defines a mixing transformation. This proves (5.1) for
the given function f up to an error of ε. Since f and ε > 0 were both arbitrary,
the theorem follows. �

Notice that once unique ergodicity is proved (by using the Følner se-
quence (a−nB0a

n)) then the pointwise everywhere convergence of the ergodic
averages also follows for other Følner sets (see Exercises 5.2.1–5.2.2).

Exercises for Section 5.2

Exercise 5.2.1. We letBn = a−nB0an be as in the proof of Theorem 5.4 (withm
G−a

(∂B0) =

0). Show that this sequence is a Følner sequence in G−a , that is a sequence satisfying

m
G−a

(Bn4(KBn))

m
G−a

(Bn)
−→ 0

as n→∞ for every compact subset K ⊆ G−a .

Exercise 5.2.2. Let a and X be as in Theorem 5.4. Let Fn ⊆ G−a be any Følner sequence

and show that
1

m
G−a

(Fn)

∫
Fn

f(u.x) dm
G−a

(u)→
∫
X

f dmX

as n→∞, for any f ∈ C(X) and any x ∈ X.

5.3 Almost Unique Ergodicity on Non-Compact
Quotients with Finite Volume

We now explain, guided by examples, how the presence of a cusp (that is,
the lack of compactness of the quotient) and the presence of horospherical
invariant measures other than the Haar measure are related to each other.

† Here we use mG(∂(V B0)) = 0 which follows since mG is the product measure in the local
coordinate system G−a Pa of G that we use and since m

G−a
(∂B0) = 0 and mPa (∂V ) = 0.
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162 5 Action of Horospherical Subgroups

5.3.1 Horocycle Action on Non-Compact Quotients

Indeed for the horocycle flow a quotient Γ\ SL2(R) is non-compact with finite
volume if and only if Γ is a lattice and contains a unipotent element γ ∈ Γ .
In that case the unipotent γ is conjugated to an element of the horocycle
subgroup U , that is there exists some g ∈ SL2(R) with gγg−1 ∈ U . This
shows that Γg−1 is periodic under U and hence there exists an invariant
measure other than the Haar measure.

Outline Proof of Theorem 5.3. The argument used for the proof of
Theorem 5.4 may also be used for non-compact quotients. Indeed, if µ is
an invariant and ergodic probability measure on X = Γ\ SL2(R) for the
horocycle flow U = G−a and x ∈ X is generic for µ. Then either x is periodic
under U and the geodesic orbit an.x necessarily diverges into one of the cusps
of X as n → ∞ (because a shrinks the length of the periodic orbit and so
the injectivity radius at an.x goes to zero), or x is not periodic under U and
the geodesic orbit an.x visits a fixed compact set of X infinitely often. Using
this subsequence of times nj and the corresponding pieces of the horocycle
orbit a−njB0a

nj.x for the argument we see by the argument in the proof of
Theorem 5.4 that the ergodic average for the horocycle orbit and x converges
to the integral of the test function with respect to the Haar measure. As x
was chosen to be generic for µ we also have that the averages converge to the
integral with respect to µ.

Therefore µ is either the Lebesgue measure on a periodic orbit or the Haar
measure on X. (See [?, Ch. 11] for more details.) �

We would also like to point out that the same argument can be used to
prove the following theorem† of Sarnak [?] (see Exercise 5.3.1).

Theorem 5.5 (Equidistribution of long periodic orbits of the horo-
cycle flow). Let X = Γ\ SL2(R) be a non-compact quotient of finite volume.
Let a = a1 be the element corresponding to the time-one map for the geodesic
flow corresponding the diagonal subgroup A = {at : t ∈ R}. Let x ∈ X be
a periodic orbit for the horocycle flow U = G−a and let µ be the normalized
Lebesgue measure on the one-dimensional orbit xU . Then the periodic orbit
measures (atn)∗µ diverge to infinity if tn → ∞ (in which case the periodic
orbit atn.(xU) becomes shorter and shorter) and equidistribute with respect
to the Haar measure if tn → −∞ (in which case the periodic orbit atn.(xU)
become longer and longer).

† Sarnak also gives an error rate in this equidistribution result — obtaining this (or even

any) error estimate requires more sophisticated methods than we will discuss here.
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5.3.2 The General Case

By analyzing the proof of Theorem 5.4 more carefully we identify the places
where we used that X is compact:

• We used test functions f ∈ C(X) and that these are uniformly continuous.
• We used that any subsequence of the sequence of points an.x converges

along some subsequence to some z ∈ X (equivalently that the injectivity
radius at these points is bounded away from zero).

The first point is trivial to fix: we just work with functions f ∈ Cc(X). These
are still uniformly continuous and together are still dense in L2

µ(X) for any
probability measure on X.

The second point is of course the reason why the argument fails to prove
unique ergodicity for non-compact spaces: It is entirely possible for the se-
quence an.x to go to infinity. In fact, for X = Γ\SL2(R) this happens pre-
cisely for points with a periodic orbit for the horocycle flow. Even so, for the
horocycle flow we found that for a non-periodic point at least one has some
subsequence that stays within a compact subset and that this was sufficient
for our purposes. However, for other spaces the divergence properties of a
sequence of the form an.x are potentially much more complicated, and in
particular a clear equivalence to rational properties of the starting point x
may not hold. For that reason we are going to invoke the Margulis–Dani–
Kleinbock non-divergence (Theorem 4.9) to obtain rational constraints on µ
(rather than on† x).

Before we state the (somewhat inductive) description of invariant measures
for horospherical subgroups we state the general version of the argument that
was used in the proof of Theorem 5.4.

Proposition 5.6 (Mixing argument for G−a ). Let X = G.x0 ⊆ d be a
finite volume orbit for a closed connected subgroup G 6 SLd(R). Let a ∈ G
be diagonalizable over R, and suppose that a acts as a mixing transformation
on X with respect to mX . Let G−a be the stable horospherical subgroup for a,
and let B0 be a neighborhood of I ∈ G−a with compact closure and a boundary
of zero Haar measure. For any f ∈ Cc(X), any compact set K ⊆ X, and
every ε > 0 there exists an integer k0 such that∣∣∣∣∣ 1

mG−a
(a−kB0ak)

∫
a−kB0ak

f(u.x) dmG−a
(u)−

∫
X

f dmX

∣∣∣∣∣ < ε

for all k > k0 whenever ak.x ∈ K.

Proof. We show how, after minor modifications, the argument for the proof
of Theorem 5.4 also proves the proposition.

† See the next section where we go further and describe properties of a given x.
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As f ∈ Cc(X) is uniformly continuous, we can choose V ⊆ Pa as in the
proof of Theorem 5.4, again with a boundary of zero Haar measure. This
shows that V B0 ⊆ PaG

−
a ⊆ G has a boundary of zero measure. Therefore,

there exists a compact set C ⊆ (V B0)o and an open set O ⊇ V B such
that mG(OrC) < ε2. If now δ > 0 is sufficiently small, then CBGδ ⊆ V B0

and V B0B
G
δ ⊆ O. By compactness of K it follows that

K ⊆
n⋃
i=1

BGδ .xi

for some finite collection x1, . . . , xn ∈ K. This implies that for every x ∈ K
there is some xi with x ∈ BGδ .xi,

C.x ⊆ CBGδ .xi ⊆ V B0.xi
and

O.x ⊇ V B0B
G
δ
.x ⊇ V B0.xi.

We also have trivially C.x ⊆ V B0.x ⊆ O.x, and so we get

‖1V B0.x − 1V B0.xi‖2 < ε.

To summarise, we have shown that the set of characteristic functions 1V B0.x ∈
L2(X,mX) with x ∈ K is totally bounded. By applying the mixing property
to f and to 1V B0.xi for i = 1, . . . , n, we may assume that mixing holds
uniformly for f and for all 1V B0.x for x ∈ K. Now the argument used in the
proof of Theorem 5.4 gives the proposition. �

[MLE] need to decide

whether we really call

this a theorem — it is

in a sense the inductive

step of the real theorem

(if we can make the in-

duction work)

Theorem 5.7. Let X = G.x0 ⊆ d be a finite volume orbit of some closed
connected subgroup G < SLd(R) and some point x0 ∈ d. Let a ∈ G and
assume that the action of a on X is mixing with respect to the Haar mea-
sure mX . Let U = G−a < G be a horospherical subgroup defined by a ∈ G.
Then any U -invariant and ergodic probability measure on X other than mX

is supported on a closed orbit L.x for some closed connected proper sub-
group L < G and some x ∈ X.

For the proof the following will be helpful(23).

Lemma 5.8. Let U be a nilpotent connected Lie group acting ergodically on
a locally compact metric space X with respect to some invariant probability
measure µ. Then there exists a one-parameter subgroup of U that also acts
ergodically.

Proof. We consider first the case where U ∼= Rd is abelian, with d > 1, where
we will apply the spectral theory of locally compact abelian groups (we refer
to Folland [?] for the details). Let U act on X, and let µ be a U -invariant
and ergodic probability measure. For each u ∈ U let
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πu : H = L2(X,µ) −→H

be the associated unitary representation defined by

(πu(f)) (x) = f(u−1.x).

By [?, Sec. 1.4] there exists a sequence† of spectral measures that completely
describe the unitary representations. Specifically, there exists a sequence (νn)
of finite measures on Rd such that πu is unitarily isomorphic to the operator

Mu :

∞⊕
n=0

L2(Rd, νn) −→
∞⊕
n=0

L2(Rn, νn)

(fn) 7−→ (Mu,n(f))n

where
Mu,n(fn)(t) = e2πi〈u,t〉fn(t).

We may suppose that ν0 = δ0, with Mu,0 the trivial representation of U on C
corresponding to the invariant subspace of constant functions in the Hilbert
space H = L2(X,µ). By ergodicity of the U -action, we must have νn({0}) =
0 for n > 1, for otherwise we could find a non-trivial U -invariant L2-function
in the orthogonal complement of the constant functions. Therefore, we may
push forward the measures νn for n > 1 from Rdr{0} to the projective
space Pd−1(R) ∼= Rdr{0}/∼, where x ∼ y if and only if there is some λ ∈
Rr{0} with x = λy. As these countably many finite measures can only have
countably many atoms in total, and Pd−1(R) is uncountable as d > 2, there
must be a point in Pd−1(R) of zero measure for all of the measures. Hence
there is a line Rv 6 Rd with νn(Rv) = 0 for n > 1. We claim that the
restriction of the ergodic U ∼= Rd-action on (X,µ) to the hyperplane v⊥ 6 Rd
is still ergodic. Indeed, if f ∈ L2(X,µ) is orthogonal to the constant functions,
then it corresponds to an element

(fn) ∈
⊕
n>1

L2(Rd, νn),

and if f is v⊥-invariant then the functions fn for n > 1 would have to be
supported on Rv (since this is the subset of Rd where all the operators Mu

with u ∈ v⊥ act trivially). However, by the choice of v this forces fn = 0
for n > 1 and hence forces f to be 0 (since it is assumed to be orthogonal to
the constant functions).

The argument above shows that every ergodic action of Rd with d > 2 can
be restricted to a hyperplane with the property that the restriction remains
ergodic. By induction, this shows that the lemma holds for U ∼= Rd.

† Here we are using the fact that H is separable, which in turn follows from the fact

that X is a locally compact σ-compact metric space.
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Now suppose that U is nilpotent but not abelian. We define

U ′ = [U,U ]

so that G = U/U ′ ∼= Rd for some d > 2. By assumption U acts ergodically by
measure-preserving transformations of (X,µ). Recall from [?, Th. 8.20] (also
see [?, Sec. 5.3]) that µ has an ergodic decomposition

µ =

∫
X

µE ′

x dµ(x) (5.5)

into U ′-ergodic components µE ′

x given by the conditional measures for the σ-
algebras

E ′ = {B ⊆ X | µ(u′.B4B) = 0 for all u′ ∈ U ′}.

We now show that E ′ is U -invariant in the sense that B ∈ E ′ implies
that u.B ∈ E ′ for all u ∈ U . Indeed, for B ∈ E ′, u ∈ U , and u′ ∈ U ′, we have

µ (u′.(u.B)4(u.B)) = µ ((u.((u′′.B)4B))) = 0,

where u′′ = u−1u′u ∈ U ′′. By [?, Cor. 5.24] this shows that

u∗µ
E ′

x = µE ′

u.x

for almost every x ∈ X and all u ∈ U . Hence the map

φ : (X,µ) −→
(
M (X)U

′
, φ∗µ

)
x 7−→ µE ′

x

is a µ-almost everywhere well-defined factor map intertwining the U -action
on (X,µ) and the induced U -action on (M (X)U

′
, φ∗µ), where M (X)U

′
de-

notes the space of U ′-invariant measures with total mass no more than 1, and
the induced action is defined by u.ν = u∗ν for u ∈ U and ν ∈M (X)U

′
. Since

by construction U ′ acts trivially on M (X)U
′

we have obtained an ergodic†

action of G = U/U ′ on (M (X)U
′
, φ∗µ). By the abelian case, there is a sub-

group H 6 G isomorphic to R which still acts ergodically on (M (X)U
′
, φ∗µ).

Let HU ′ denote the pre-image of H in U . We claim that the subgroup HU ′

still acts ergodically on (X,µ). Assuming this, the lemma follows by induction
as HU ′ is a nilpotent group of smaller dimension than U .

Suppose now that B ⊆ X is an HU ′-invariant measurable set. In particu-
lar, it is U ′-invariant and so we must have

µE ′

x (B) ∈ {0, 1} (5.6)

for µ-almost every x ∈ X. We define

† Ergodicity is automatic, as the system is exhibited as a factor of an ergodic system.
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B′ = {ν ∈M (X)U
′
| ν(B) = 1},

and notice that ν ∈M (X)U
′

and h ∈ HU ′ implies that

h∗ν(B) = ν(h−1.B) = ν(B),

so that B′ is an H-invariant set. By ergodicity of H on (M (X)U
′
, φ∗µ), this

shows that
φ∗µ(B′) = µ({x | µE ′

x (B) = 1}) ∈ {0, 1}.

By (5.5) and (5.6), this shows that µ(B) ∈ {0, 1} and so HU acts ergodically,
which concludes the induction. �

Proof of Theorem 5.7. Let X = G.x0 and a ∈ G be as in the theorem.
Let µ be a G−a -invariant ergodic probability measure on X. By Lemma 5.8
there is a one-parameter unipotent subgroup U < G−a that acts ergodically
with respect to µ.

Without loss of generality we may assume that x0 ∈ Suppµ and that x0

is U -generic (see Section 6.3.1 and [?, Sec. 4.4.2]). In particular, we have

x0U = Suppµ.

Let g0 ∈ SLd(R) be chosen with x0 = Γg0, and let Λ0 = Zdg0 be the corre-
sponding unimodular lattice in Rd. For every Λ0-rational subspace† V ⊆ Rd
we define

LV = {g ∈ G | V = V g and g|V preserves the volume}.

Applying Exercise 3.1.4 we see that x0LV is closed. If there exists one such
proper subgroup LV ( G such that Suppµ ⊆ x0LV , then the theorem already
holds for µ. Therefore, we assume that Suppµ 6⊆ x0LV for every LV ( G.

We define

η = min
{

(Λ0 ∩ V, V )1/ dimV | V is Λ0-rational
}
. (5.7)

Applying the quantitative non-divergence theorem (Theorem 4.9) with D
chosen for U and η as above, we find some ε > 0 with the following property:
For any x = Γg ∈ d, any one-parameter subgroup U ′ with the same D as
worked for U , we have that either U ′ fixes a Zdg-rational subspace V with

V < ηdimV ,

or there exists some Tx such that

1

T
|{t ∈ [0, T ] | u′t.x ∈ d(ε)}| > 9

10
. (5.8)

† A subspace V is called Λ0-rational if V ∩ Λ0 is also a lattice.
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168 5 Action of Horospherical Subgroups

for T > Tx. We set K = X ∩ d(ε). Applying (5.8) to x = x0, U ′ = U ,
and T →∞, for example, gives µ(K) > 9

10 .
We now let n > 1 and set µn = an∗µ. Notice that the subgroup anUa−n acts

ergodically with respect to µn, and that xn = an.x0 is generic for anUa−n

and µn. Suppose that the lattice Λn = Λ0a
−n corresponding to xn has a Λn-

rational subspace V with
(V ) < ηdimV .

If the one-parameter subgroup anUa−n stabilizes V then anUa−n 6 LV , the
orbit xnLV is closed by Exercise 3.1.4, and so

anUa−n.xn = Suppµn ⊆ xnLV

gives
U.x0 = Suppµ ⊆ x0LV an .

Since a ∈ GrLV an , this would contradict our assumption on µ. As this holds
for all subspaces as above, we see that x = xn and U ′ = anUa−n satisfy the
assumptions that lead to (5.8). Letting T →∞ gives µn(K) > 9

10 .
In other words, we have shown that 9

10 of all x ∈ X with respect to µ
satisfy an.x ∈ K. For any such x, any f ∈ Cc(X), and any ε > 0, we may
apply Proposition 5.6 to see that

1

mG−a
(a−nB0an)

∫
a−nB0an

f(h.x) dmG−a
(h) =

∫
X

f dmX + O(ε)

if n is large enough. By Exercise 5.2.1, (a−nB0a
n) is a Følner sequence in G−a .

Therefore, we may apply the mean ergodic theorem (see [?, Th. 8.13]) to see
that for large enough n and 9

10 of all x ∈ X with respect to µ we have

1

mG−a
(a−nB0an)

∫
a−nB0an

f(h.x) dmG−a
(h) =

∫
X

f dµ+ O(ε).

As ε > 0 and f ∈ Cc(X) were arbitrary, we deduce that∫
X

f dµ =

∫
X

f dmX ,

and conclude that µ = mX . �

Let us give a complete description in the case of 3.

Corollary 5.9. Let 3 = SL3(Z)\SL3(R). Let U = G−a be a horospherical
subgroup of SL3(R) defined by some R-diagonalizable element a ∈ SL3(R).
Then any U -invariant and ergodic probability measure is algebraic, meaning
that it is the Haar measure on a closed orbit of a closed connected subgroup L
in SL3(R). In fact, we could have either L = SL3(R), L ' SL2(R) n R2

(which can be embedded into SL3(R) in two non-conjugate ways), or L could
be unipotent.
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Sketch of Proof. Let µ be a U -invariant and ergodic probability measure
on 3 as in the corollary. If µ 6= m3 then there exists a subgroup L < SL3(R)
such that µ is supported by the closed orbit L.x for some x ∈ 3. As the proof
of Theorem 5.7 shows we may assume that L is the stabilizer of a vector v
or the stabilizer of a volume element v1 ∧ v2 in a plane in R3. Conjugating a
and U we may suppose that x = SLd(Z) is the identity coset, v resp. v1, v2

are integer vectors, and so L.x is isomorphic to 2(Z)\(R). (This quotient can
be embedded into 3 in two ways depending on whether the radical is chosen
to be represented by row vectors or by column vectors.)

If U is a two-dimensional horospherical subgroup, then either U can still be
defined as a horospherical subgroup U = L−a′ for some a′ ∈ L or U equals the
radical (which has a closed orbit for all points in xL). Hence we may repeat
the argument or are done. If U is the Heisenberg group, then U < L is not a
horospherical subgroup within L, but U contains the full radical. Taking the
quotient by the radical we obtain a measure on the modular surface that is
invariant under the horocycle flow. In each of these cases we obtain that µ is
algebraic and find that L is one of the mentioned subgroups. �

Exercises for Section 5.3

Exercise 5.3.1. Prove Theorem 5.5 using the method of proof from Theorem 5.4.

5.4 Equidistribution for Non-Compact Quotients

Dani and Smillie showed in [?] that even for non-compact quotients

X = Γ\SL2(R)

a rather strong equidistribution theorem holds: a horocycle orbit is either
periodic or it equidistributes with respect to the uniform measure mX .

For higher dimensional non-compact quotients X = Γ\G and their horo-
spherical actions other possibilities can occur. For the following characteriza-
tion of whether or not a horospherical orbit equidistributes we specialize to
the case where the horospherical subgroup is abelian.

Before we can prove Theorem 5.11 we need to extend the non-divergence
result to actions of more general unipotent groups. For simplicity we give
only the version needed for the case at hand.

Corollary 5.10. Let U be an abelian unipotent subgroup of SLd(R), and fix
some coordinate system identifying U with Rk and with respect to which we
can describe ‘blocks’ whose edges are parallel to the coordinate axes. Then for
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170 5 Action of Horospherical Subgroups

every η > 0 and every δ > 0 there exists a compact subset K ⊆ d with the
property that for any x ∈ d either

• there is a Λx-rational U -invariant subspace V with (V ) < ηdimV , or
• for any symmetric block F ⊆ U with sufficiently large width we have

1

mU (F )
mU ({u ∈ F | u.x ∈ K}) > 1− δ.

Proof. The corollary follows quite directly from Theorem 4.9. Let D be
chosen so that we may apply Theorem 4.9 for any one-parameter subgroup
of U , and let x ∈ d be arbitrary.

If U fixes a Λx-rational subspace V ⊆ Rd with (V ) < ηdimV , then there
is nothing to prove. So suppose that this is not the case. As there are only
finitely many Λx-rational subspaces with co-volume less than ηdimV , and
for each such subspace the subgroup of U that fixes V is of codimension at
least 1, there exists a one-parameter subgroup

U ′ = {u′(t) | t ∈ R} ⊆ U

that does not fix any of these subspaces. Applying Theorem 4.9 to p(t) =
gu′(t) with x = SLd(Z)g, η as above, some ε0 > 0 (depending on η and the
implicit constant in (4.19) only), and some possibly very large T (depending
on x), it follows that there exists at least one t ∈ R with

x′ = u′(t).x ∈ d(ε0).

Now let {u1(t1) | t1 ∈ R}, {u2(t2) | t2 ∈ R}, . . . , {uk(tk) | tk ∈ R} be the one-
parameter subgroups of U corresponding to the chosen coordinate system
in U ∼= Rk.

We can now split Fn.x as indicated in Figure 5.3 above into 2k sets of
the form F.x′ where each F is a block with the origin as one corner. For
simplicity we consider only the block in the positive quadrant where

F = {u1(t1)u2(t2) · · ·uk(tk) | 0 6 ti 6 Ti, i = 1, . . . , k} ⊆ U,

the blocks in the other quadrants can be dealt with in the same way. We now
successively choose ε1, . . . , εk (depending only on ε) such that

1

T1
|{t1 ∈ [0, T1] | u1(t1).x′ /∈ d(ε1)}| < δ

k
,

and, if u1(t1).x′ ∈ d(ε1),

1

T2
|{t2 ∈ [0, T2] | u1(t1)u2(t2).x′ /∈ d(ε2)}| < δ

k
,

and so on, ending with
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u1

x

F

xprime

U

u2

Fig. 5.3 The symmetric box Fn ·x inside the U -orbit has to contain x′ ∈ d(ε) if the width
of Fn is sufficiently large.

1

Tk
|{tk ∈ [0, Tk] | u1(t1) · · ·uk(tk).x′ /∈ d(εk)}| < δ

k

if u1(t1) · · ·uk−1(tk−1) ∈ d(εk−1). We set K = d(εk), and the corollary fol-
lows. �

Theorem 5.11. Let G.x0 ⊆ d = SLd(Z)\ SLd(R) be a finite volume orbit
for some closed connected subgroup G 6 SLd(R) and some point x0 ∈ d.
Let a ∈ G be diagonalizable over R so that the action of a is mixing with
respect to mG.x0

. Let U = G−a be the stable horospherical subgroup of a and
suppose that it is abelian. Let (Fn) be a Følner sequence in U consisting of
blocks whose sides are parallel to some fixed coordinate system spanned by
some eigenvectors for the conjugation map by a. Then for every x ∈ G.x0

the following are equivalent

(1) The U -orbit through x is equidistributed, meaning that

1

mU (Fn)

∫
Fn

f(ut) dmU (t)→
∫
d

f dmd

for any f ∈ Cc(d).
(2) The orbit U.x is not contained in a closed orbit L.x for some proper

connected subgroup L < SLd(R).

If, in addition, G = SLd(R) then we also have the equivalence to the next
property.

Page: 171 job: VolumeIII macro: svmono.cls date/time: 15-Dec-2016/17:58



172 5 Action of Horospherical Subgroups

(3) Let x = SLd(Z)g for some g ∈ SLd(R). Then there is no rational sub-
space V ⊆ Rd for which V g is fixed by U and contracted by a.

Proof. We let x ∈ G.x0 be as in the theorem. If the G−a -orbit of x is
contained in a closed orbit of a proper connected subgroup L < G as in (2),
then clearly we cannot have equidistribution of the G−a -orbit as in (1). This
shows that (1) implies (2), so we now assume that (2) holds.

Fix some f ∈ Cc(d) and ε > 0. We let x0 = Γg0, Λ0 = Zdg0 be the lattice
corresponding to x0, and define η as in (5.7). By quantitative non-divergence
for the action of U = G−a there exists some compact set K ⊆ d with the
property as in Corollary 5.10 with δ = ε. We let B0 be the symmetric unit
cube (that is, centered at the origin) in G−a

∼= Rk. Applying Proposition 5.6
to f , KB0, and ε we find some k > 1 such that∣∣∣∣∣ 1

mG−a
(a−kB0ak)

∫
a−kB0ak

f(u.y) dmG−a
(u)−

∫
X

f dmX

∣∣∣∣∣ < ε (5.9)

whenever ak.y ∈ (KB0)∩X (or equivalently whenever B0a
k.y intersects K).

Now let x′ = ak.x and notice that it may not belong to K. Since (Fn) is
chosen to be a Følner sequence consisting of symmetric blocks, the same is
true for akFna

−k. If U = G−a fixes a Λx′ -rational subspace V of co-volume <
ηdimV , then we can define the subgroup

L′ = Stab1
G(V ) = {g ∈ G | V g = V and g|V has determinant 1} � G.

Exercise 3.1.4 shows that x′L′ is closed, which shows that

x′L′ak = x′aka−kL′ak = xL,

where L = a−kL′ak, is a closed orbit which contradicts the assumption
that (2) holds if L is a proper subgroup of G.

It follows that U does not fix any Λx-rational subspaces that are not al-
ready fixed by G. Applying Corollary 5.10 we see now that for large enough n
we have

1

mG−a
(akFna−k)

mG−a

(
{u ∈ akFna−k | u.x′ /∈ K}) < ε. (5.10)

We now split akFna
−k into translates of the form B0u` for ` = 1, . . . , L of

the unit cube B0. Ignoring the effects of the boundary which contribute no
more than of (1) to the ergodic average as n→∞, we now have

1

mG−a
(Fn)

∫
Fn

f(u.x) dmG−a
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=
1

L

L∑
`=1

1

mG−a
(a−kB0ak)

∫
a−kB0ak

f
(
ua−ku`a

k.x) dmG−a
+ of (1).

For all those ` for which B0u`a
k.x intersects K the corresponding average

is ε-close to
∫
X
f dmX by (5.9). However, the number of boxes B0u`.x′ that

do not intersect K is controlled by (5.10), and gives

1

mG−a
(Fn)

∫
Fn

f(u.x) dmG−a
(u) =

∫
X

f dmX + of (1) + Of (ε).

As ε > 0 and f ∈ Cc(X) were arbitrary, this shows (1).
Now suppose that G = SLd(R) and

a =

(
λnIm

λ−mIn

)
∈ SLd(R)

for some λ > 1 so that

G−a =

{(
Im
∗ In

)}
is indeed abelian. (Up to signs in the entries of a and the choice of m and n
this is the only choice of a for which G−a is abelian.) If

L = Stab1
SLd(R)(V )

for some proper subspace V is G−a -invariant, then either V ⊆ Rm×{0}n or V
contains some v = (vm, vn) with vm ∈ Rm and vn ∈ Rnr{0}, which implies
that Rm × {0}n ⊆ V . In both cases V a−1 = V and the restriction of a−1

to V has determinant smaller than 1. �

In the exercises we outline how one can remove the assumptions on com-
mutativity of U .

Exercises for Section 5.4

Exercise 5.4.1. Let G.x0 ⊆ d = SLd(Z)\ SLd(R) be a finite volume orbit for some closed
connected subgroup G 6 SLd(R) and some point x0 ∈ d.

Let U be a unipotent subgroup and let U1, . . . , U` < U be one-parameter subgroups

such that U = U1 · · ·U`. Suppose Fn = F1,n · · ·F`,n is a Følner sequence with respect to
left and right translation where Fi,n ⊆ Ui corresponds to an interval in Ui.

Prove that
1

mU (Fn)
mU ({u ∈ Fn | u.x /∈ d(δ)})� δκ + o(1)

for n→∞ and some κ > 0 (depending on U1, . . . , U`) in the following two cases:

(a) x belongs to a fixed compact subset and the implicit constant is allowed to depend on

the compact subset, and
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(b) x is arbitrary but U does not fix any Λx-rational subspace V of co-volume ηdimV and

the implicit constant is allowed to depend on η.

Exercise 5.4.2. Let G.x0 ⊆ d = SLd(Z)\ SLd(R) be a finite volume orbit for some closed
connected subgroup G 6 SLd(R) and some point x0 ∈ d. Let a ∈ G be diagonalizable

over R so that the action of a is mixing with respect to mG.x0 . Let U = G−a be the stable

horospherical subgroup of a and let Fn be as in Exercise 5.4.1. Let x ∈ G.x0. Suppose
that U does not fix any Λx-rational subspace which is not also fixed by G. Show that Fn.x
equidistributes in X = G.x0, i.e.

1

mU (Fn)

∫
Fn

f(u.x)dmU (u) −→
∫
X

fdmX

as n→∞ for any f ∈ Cc(X).

Notes to Chapter 5

(21)(Page 156) We refer to [?, Ex. 3.3.1, 9.6.3] for one example of such a construction.
McMullen [?] gives explicit constructions of bounded geodesics of arbitrary length asso-

ciated to elements of any given quadratic field, and relates the construction to continued

fractions.
(22)(Page 159) This is an example of a circle of results developed among others by

Dani [?], [?] and Veech [?].
(23)(Page 164) A much stronger form of this result is obtained by Pugh and Shub [?], where

it is shown that if T is an ergodic measure-preserving action of Rd on a Borel probability

space, then there is a countable collection {Hn | n ∈ N} of hyperplanes with the property
that for any g ∈ Rdr

⋃
n∈NHn the measure-preserving transformation Tg is ergodic. In

our setting, Lemma 5.8 can be avoided by using finitely many one-parameter subgroups

as in the proof of Theorem 4.11 for unipotent subgroups on page 152.
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Chapter 6

Ratner’s Theorems in Unipotent
Dynamics

In this chapter we discuss Ratner’s theorems concerning unipotent dynamics
and prove some special cases. We will not discuss the history in detail, and
refer to the survey papers of Kleinbock, Shah and Starkov [?], Ratner [?],
Margulis [?], and Dani [?] for that. In particular, the order in which the
material is developed is not historical but instead emphasizes a logical devel-
opment with the benefit of hindsight. We will also postpone any discussion of
applications of unipotent dynamics, including the solution of the Oppenheim
conjecture by Margulis that motivated some of the original theorems, to later
chapters.

In this volume we will prove many special cases of the results of Sec-
tion 6.1 and Section 6.2, potentially† reaching the general case for spaces of
the form X = G(Z)\G(R).

6.1 The Main Theorems

We let X = Γ\G, where G is a connected Lie group and Γ < G a lattice. Let

U = {us | s ∈ R} < G

be a one-parameter unipotent subgroup of G. Then the U -invariant proba-
bility measures on X can be completely classified. This was conjectured by
Dani (in [?, Conjecture I], as an analog of Raghunathan’s conjecture, which
will be described below) and proved by Ratner [?], [?], [?].

Theorem 6.1 (Dani’s conjecture; Ratner’s measure classification).
If X = Γ\G and U = {us | s ∈ R} < G is a one-parameter unipotent
subgroup, then every U -invariant ergodic probability measure µ on X is‡

† Currently none of the first five theorems of this chapter are proven in this volume.
‡ An alternative term that is used is homogeneous.
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176 6 Ratner’s Theorems in Unipotent Dynamics

algebraic. That is, there exists a closed connected unimodular subgroup L
with U 6 L 6 G such that µ is the L-invariant normalized probability
measure (that is, the normalized Haar measure) on a closed orbit L.x0 (for
any x0 ∈ Suppµ).

In this result (unlike the following ones), it is sufficient to assume that Γ is
discrete or even just closed. Theorem 6.1, the theorem of Dani and Smillie [?],
(resp. its generalization from Section 5.4), and the general non-divergence
property of unipotent orbits, suggest other results which we now start to
describe. Ratner [?] generalized all of these results in the following theorem.

Theorem 6.2 (Ratner’s equidistribution theorem). Let X = Γ\G
where Γ is a lattice, and let U = {us | s ∈ R} < G be a one-parameter
unipotent subgroup. Then for any x0 ∈ X there exists some closed connected
unimodular subgroup L 6 G such that U 6 L,

• L.x0 is closed with finite L-invariant volume, and

• 1

T

∫ T

0

f(us.x0) ds −→ 1

volume(L.x0)

∫
L.x0

f dmL.x0
as T →∞.

It is interesting to note that Theorem 6.2 in particular implies that any
point x ∈ X returns close to itself under a unipotent flow. That is, for any
one-parameter unipotent subgroup {us | s ∈ R} and any x ∈ X there is
a sequence (tk)k>1 for which tk → ∞ and d(x, utk.x) → 0 as k → ∞.
This close return statement is of course incomparably weaker than Ratner’s
equidistribution theorem, but even this weak statement does not seem to
have an independent proof to our knowledge.

Theorem 6.2 also suggests that the closures of orbits under the action of
a unipotent one-parameter subgroup should be algebraic. A more general
version of that statement is the famous conjecture of Raghunathan(24) that
motivated all of the theorems above and was proved by Ratner [?].

Theorem 6.3 (Raghunathan’s conjecture; Ratner’s orbit closure the-
orem). Suppose that X = Γ\G, with G a connected Lie group and Γ a lattice.
Let H < G be a closed subgroup generated by one-parameter unipotent sub-
groups. Then for any x0 ∈ X the orbit closure is† algebraic, meaning that
there exists some closed connected unimodular subgroup L with H 6 L 6 G
such that

H.x0 = L.x0

and L.x0 supports a finite L-invariant measure.

It is also interesting to ask what the structure of the set of all probability
measures that are invariant and ergodic under some unipotent flow really
is. This generalizes the theorem of Sarnak (Theorem 5.5) concerning peri-
odic horocycle orbits. At first sight, one might only ask this out of curiosity

† Again this is also called homogeneous.
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or to satisfy the urge to complete our understanding of this aspect of these
dynamical systems. However, this line of enquiry turns out to be useful for ap-
plications to number-theoretic problems. A satisfying answer to this question
is given by Mozes and Shah [?].

Theorem 6.4 (Mozes–Shah equidistribution theorem). † Let X =
Γ\G with G a connected Lie group and Γ a lattice, and let Hn < G be a se-
quence of subgroups generated by unipotent one-parameter subgroups. Let µn
be an invariant ergodic probability measure for the action of Hn for all n > 1.
Assume that‡ µn → µ in the weak*-topology as n→∞. Then one of the fol-
lowing two possibilities holds.

(1) µ = 0, and Suppµn → ∞ as n → ∞ in the sense that for every compact
set K ⊆ X there is an N with Suppµn ∩K = ∅ for n > N .

(2) µ = mL.y is the L-invariant probability measure on a closed finite volume
orbit L.y for the closed connected group L = StabG(µ)◦ 6 G. Moreover, µ
is invariant and ergodic for the action of a one-parameter unipotent sub-
group. Furthermore, suppose that xn = εn.x ∈ Suppµn for n > 1 and
some x ∈ X with εn → 1 as n → ∞, and suppose the connected sub-
groups (Ln) satisfy µn = mLn.xn for n > 1. Then xL = yL = Suppµ and
there exists some N with ε−1

n Lnεn ⊆ L for n > N .

The additional information in each case is useful in applying this theo-
rem. According to (1), once we know that for every measure µn there exists
some point xn ∈ Suppµn within a fixed compact set, the limit measure is a
probability measure.

In (2), if we know that Hn = H for all n > 1, then L has to contain H and
the conjugates ε−1

n Hεn as in (2). Together this often puts severe limitations
on the possibilities that L 6 G can take, and sometimes forces L to be G.
This situtation arises, for example, if we study long periodic horocycle orbits,
or orbits of a maximal subgroup H < G. In any case, the final claim of (2)
says that the convergence to the limit measure mL.x is almost from within the
orbit L.x. In fact, after modifying the measures in the sequence only slightly
by the elements εn we get

Supp
(
(εn)−1

∗ µn
)

= ε−1
n Ln.xn = ε−1

n Lnεn.x ⊆ L.x = L.y = Suppµ

for n > N .

† This version differs from the theorem in the paper, but should follow from it. Awaiting

a decision: will it be proven here from scratch or using their theorem?
‡ By Tychonoff-Alaoglu there always exists a subsequence that converges.
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6.2 Rationality Questions

A natural question is to ask which subgroups L < G appear for a certain
choice of one-parameter unipotent subgroup U < G and x ∈ X = Γ\G.
In this section we explain how this kind of question is intimately related to
questions of rationality.

This relationship is elementary in the abelian case G = Rd, Γ = Zd,
and U = Rv for some v ∈ Rd. In this case L is independent of

x ∈ X = Td = Rd/Zd

(and one should only expect this independence for abelian Lie groups). More-
over, L is the smallest subspace of Rd that can be defined by rational linear
equations and contains U = Rv. This claim follows quickly from the special
case where no such L 6= Rd exists. Under this assumption, {tv | t ∈ R} is
equidistributed, as may be shown for example by integrating the characters
of Td.

To start to see the possibilities in the general case, consider the special
case

U =

{(
1 s

1

)
| s ∈ R

}
< SL2(R)

and 2 = SL2(Z)\ SL2(R), which we already understand in some detail (see
Section 1.2, Chapter 5, and [?, Sec. 11.7]). If x = Γg for some

g =

(
a b
0 d

)
,

then L = U , and otherwise L = SL2(R). In order to be able to phrase this
in terms of a rationality question, notice that x ∈ X determines a geodesic
in the upper half-plane (where we choose for example the base point in our
fundamental domain, as illustrated in Figure 6.1). Then L = U if the forward
end point of the geodesic α ∈ R ∪ {∞} is rational, meaning α ∈ Q ∪ {∞},
and L = SL2(R) otherwise. This dichotomy is independent of the chosen
representative within the orbit SL2(Z).(z, v).

alpha

z

v

x

Fig. 6.1 The geodesic determined by x.
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In general the answer is given by the following result found by Borel and
Prasad [?]. A more general version of this result was obtained more recently
by Tomanov [?].

Theorem 6.5. Let d = SLd(Z)\ SLd(R), x = Γg ∈ X, and U < G a one-
parameter unipotent subgroup (or H < G a closed subgroup generated by
one-parameter unipotent subgroups). Then the group L appearing in The-
orems 6.1 and 6.2 (respectively Theorem 6.3) is the connected component
of g−1F(R)g, where F(R) is the group of R-points of the smallest algebraic
group F 6 SLd defined over Q for which g−1F(R)g contains U (respec-
tively H). Similarly, the group L in Theorem 6.4 is the connected component
of g−1F(R)g where x = Γg and F is the smallest algebraic group F 6 SLd
defined over Q for which g−1F(R)g contains ε−1

n Lnεn for n > N , where N
is as in Theorem 6.4.

For this result, one needs some understanding of the mechanisms that make
orbits SLd(Z)F(R) of Q-groups closed or not closed, and the Borel density
theorem. In this setting of Γ = SLd(Z) < G = SLd(R), which contains all
other arithmetic quotients even over number fields if we allow d to vary,
the connection to algebraic group theory described above puts additional
constraints on the possible structure of the subgroup L.

For instance, the algebraic group F over Q must have the property that
the radical of F is equal to the unipotent radical of F. In the language of
Lie groups this implies that the radical of L, which by definition is only
solvable, is nilpotent. Another restriction is, for example, that L cannot be
isomorphic to PSL2(R)× SO(5)(R). This is because the unipotent group has
to be contained in PSL2(R) and the induced lattice L ∩ g−1 SLd(Z)g cannot
give an irreducible lattice in PSL2(R) × SO(5)(R) as the direct factors are
simple groups of different types in the classification of complex Lie algebras
and they cannot be exchanged by a Galois action. On the other hand L =
PSL2(R) × SO(3)(R) is a possibility since PSL2(R) ∼= SO(2, 1)(R)o, and a
simple switch in the sign of the quadratic forms (via a Galois automorphism)
can interchange these groups.

6.3 First Ideas in Unipotent Dynamics

The structure of proof of Theorem 6.1 is to study

Stab(µ) = {g ∈ G | g∗µ = µ}

and to show that the measure µ on X = Γ\G is supported on a single orbit
of this subgroup. This is achieved indirectly; if µ is not supported on a single
orbit of a particular subgroup H < G that leaves the measure invariant then
one shows that the subgroup can be enlarged to some H ′ > H so that the
new subgroup H ′ also preserves µ.
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We also note that, in the setting of Theorem 6.1, once we have shown
that µ is supported on a single orbit of Stab(µ), we actually obtain that µ is
supported on a single closed orbit of Stab(µ)◦.

Lemma 6.6. Let X = Γ\G be a quotient of a Lie group by a discrete sub-
group Γ . Let H be a connected subgroup of G and let µ be an H-invariant
and ergodic probability measure. If µ gives full measure to a single orbit of
its stabilizer subgroup Stab(µ), then µ is the Haar measure on a closed orbit
of the subgroup Stab(µ)◦.

Proof. Suppose that µ is the Haar measure on Stab(µ).x0 so that this or-
bit has finite volume. Since the Haar measure on Stab(µ)◦ is simply the
restriction of the Haar measure on Stab(µ) to Stab(µ)◦ and a fundamen-
tal domain for the orbit map for Stab(µ)◦ is an injective domain for the
orbit map for Stab(µ), we obtain that Stab(µ)◦.x0 also has finite volume.
Since H is connected, H ⊆ Stab(µ)◦ and so Stab(µ)◦.x0 is a H-invariant
subset of positive measure. Hence µ is the Stab(µ)◦-invariant Haar measure
on Stab(µ)◦.x0 = Stab(µ).x0. Finally by Proposition 1.12 this orbit is also
closed. �

6.3.1 Generic Points

We present in this section the basic idea for using generic points to show an
‘additional invariance’, which in a more specialized context goes back to work
of Furstenberg on the unique ergodicity of skew product extensions, leading
to the equidistribution of the fractional parts of the sequence (n2α)n>1 for α
irrational(25).

Recall that x ∈ X is said to be generic with respect to µ and a one-
parameter flow {us : s ∈ R} if

1

T

∫ T

0

f(us.x) ds −→
∫
X

f dµ

as T → ∞ for all f ∈ Cc(X). Using the pointwise ergodic theorem [?,
Cor. 8.15] and separability of C0(X) one can easily show that µ-almost every
point is generic if only µ is invariant and ergodic under the one-parameter
flow

U = {us | s ∈ R}

(see Lemma 6.10).

Lemma 6.7 (Centralizer Lemma). If x, y = h.x ∈ X are generic for µ
and h ∈ CG(U) = {g ∈ G | gu = ug for all u ∈ U}, then h preserves µ.
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right

X
left

x

y

Fig. 6.2 If y = xh−1 with h ∈ CG(V ), then the two orbits are parallel. If in addition

both x and y are generic, then the orbits equidistribute that is, approximate µ, which gives
Lemma 6.7.

We refer to Figure 6.2 for the proof of Lemma 6.7.

Proof of Lemma 6.7. We know that

1

T

∫ T

0

f(us.y) ds −→
∫
X

f dµ

for any f ∈ Cc(X). On the other hand

1

T

∫ T

0

f(us.y) ds =
1

T

∫ T

0

f(us.(h.x)) ds

=
1

T

∫ T

0

f(h.(us.x))︸ ︷︷ ︸
fh(us.x)

ds (since h ∈ CG({us}))

−→
∫
X

fh dµ =

∫
X

f(h.z) dµ

so µ is h-invariant. �

Lemma 6.7 seems (and is) useful, but it can only be applied in very special
circumstances as the centralizer is usually very small and we would need to
be fortunate to find two generic points bearing such a special relation to each
other.
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6.3.2 Polynomial divergence leading to invariance

A much more useful observation, due to Ratner, that leads to additional in-
variance in more circumstances, is the following observation† which is based
on the polynomial divergence property of unipotent flows. In fact, as we have
seen before, the action of an element u ∈ G on Γ\G is locally described by
conjugation and hence can also be described by the adjoint representation of u
on the Lie algebra g of G. More precisely, if y = ε.x is close to x, and ε ∈ G
is the local displacement between x and y, then u.y = u.ε.x = uεu−1.(u.x)
and so a displacement between u.x and u.y is given by the conjugated ele-
ment uεu−1. If the displacement ε was not small enough, then uεu−1 may
not be the smallest displacement between u.x and u.y. However, if ε is very
small, then the calculation leading to the conjugated element as the displace-
ment may be iterated several times. Thus, in order to compare the orbit of
points close to x to the orbit of x we will need to study conjugation by u (or
equivalently its adjoint representation on the Lie algebra).

If {u(t) | t ∈ R} is a unipotent one-parameter subgroup of G, then Adu(t)

is unipotent for all t ∈ R also, and is a (matrix-valued) polynomial in t. This
polynomial structure (as opposed to exponential) of unipotent subgroups
has the following consequence. Given a nearby pair of points x and y = ε.x,
let v = log ε and consider the g-valued polynomial Adu(t)(v). For very small
values of ε, this polynomial is close to zero in the space of all polynomials.
However, if we choose a large ‘speeding up’ parameter T then we may consider
the polynomial

p(r) = Adu(rT )(v)

in the rescaled variable r ∈ R. Assuming the original polynomial is non-
constant (equivalently, ε does not lie in CG({u(s)})), we can choose T pre-
cisely so that the polynomial p above in the variable r belongs to a compact
set of polynomials not containing the zero polynomial. In fact, if T > 0 is the
smallest number with‡ ‖Adu(T )(v)‖ = 1, then

sup
r∈[0,1]

‖p(r)‖ = 1.

Moreover, p is a polynomial of bounded degree. Notice that this feature —
that this acceleration or renormalization of a polynomial is again a polynomial
from the same finite-dimensional space — is specific§ to polynomials and
hence to unipotent flows.

† This is often called the H-principle. Our presentation of the idea will be closer to the
work of Margulis and Tomanov [?].
‡ It does not matter which norm on g is used; for concreteness we use the norm derived
from the Riemannian metric.
§ In contrast, diagonalizable flows leading in the same way to exponential maps do not
have this property, as the acceleration would change the base of the exponential functions

involved.
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In order to state the principle that gives additional invariance, we will
need the following refinement of the notion of genericity.

Definition 6.8. A set K ⊆ X is called a set of uniformly generic points if
for any f ∈ Cc(X) and ε > 0 there is some T0 = T0(f, ε) with∣∣∣∣∣ 1

T

∫ T

0

f(us.x) ds−
∫
X

f dµ

∣∣∣∣∣ < ε

for all T > T0 and all x ∈ K.

Proposition 6.9 (Polynomial divergence leads to invariance). Sup-
pose that (xn), (yn) are two sequences of uniformly generic points with

xn → z, yn → z

and yn = εn.xn with εn → I as n → ∞ and εn /∈ CG(U) for n > 1.
Define vn = log εn and polynomials

pn(r) = Adu(Tnr)(vn),

where the speeding up parameter Tn →∞ is chosen so that

sup
r∈[0,1]

‖pn(r)‖ = 1

for each n > 1. Suppose that pn(r)→ p(r) as n→∞ for all r ∈ [0, 1], where

p : R→ g

is a polynomial with entries in the Lie algebra g. Then µ is preserved
by exp(p(r)) for all r ∈ R>0.

Notice that the assumption that the sequence of polynomials converges is
a mild one. The polynomials all lie in a compact subset of a finite-dimensional
space, so there is a subsequence that converges with respect to any norm on
that space. Also the assumption εn /∈ CG(U) is somewhat unproblematic as
in the case εn ∈ CG(U) one may be able to apply Lemma 6.7. Part of the
argument for Proposition 6.9 is illustrates in Figure 6.3.

Proof of Proposition 6.9. Fix r0 ∈ R>0, f ∈ Cc(X), and ε > 0. By
uniform continuity of f there exists some δ = δ(f, ε) > 0 with

d(h1, h2) < δ =⇒ |f(h1.x)− f(h2.x)| < ε

for all x ∈ X. Furthermore, choose κ > 0 so that

d(exp p(r), exp p(r0)) < δ/2
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x
X

right

y
left

Fig. 6.3 If y = xε−1 with ε /∈ CG(V ) close to the identity, then the orbits of x and y

move away from each other at polynomial speed. If x and y are generic then the last 1%
of these pieces of orbits are almost parallel and equidistribute.

for r ∈ [r0 − κ, r0]. Then there is an N such that we also have†

d(exp pn(r), exp p(r0)) < δ (6.1)

for n > N and r ∈ [r0−κ, r0]. We know by the uniform genericity of xn that

1

r0Tn

∫ r0Tn

0

f(us.xn) ds −→
∫
X

f dµ

as n→∞, and

1

(r0 − κ)Tn

∫ (r0−κ)Tn

0

f(us.xn) ds −→
∫
X

f dµ

as n→∞. Taking the correct linear combination (κ > 0 is fixed) and replac-
ing f by f exp(p(r0)), we get‡

1

κTn

∫ r0Tn

(r0−κ)Tn

f exp p(r0)(us.xn) ds −→
∫
X

f exp p(r0) dµ

and by the same argument we also have

† This is the formal version of the statement in Figure 6.3 that the last 1% are parallel.
‡ In Figure 6.3 we referred to this as the equidistribution of the last 1% of the orbit.
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1

κTn

∫ r0Tn

(r0−κ)Tn

f(us.yn) ds −→
∫
X

f dµ.

However, using the definition of vn and pn we have

us.yn = us exp(vn).xn
= exp (Adus(vn))us.xn
= exp (pn(s/Tn))us.xn

for all x ∈ R.
We now restrict ourself to the range of s ∈ R with s

Tn
∈ [r0 − κ, r0].

Together with (6.1), we deduce that

d(us.yn, exp p(r0)us.xn) < δ,

and so
|f(us.yn)− f(exp p(r0)us.xn)| < ε

for every s ∈ [(r0 − κ)Tn, r0Tn]. Using this estimate in the integrals above
gives∣∣∣∣∣ 1

κTn

∫ r0Tn

(r0−κ)Tn

f exp p(r0)(us.xn) ds− 1

κTn

∫ r0Tn

(r0−κ)Tn

f(us.yn) ds

∣∣∣∣∣ < ε,

and so ∣∣∣∣∫
X

f exp p(r0) dµ−
∫
X

f dµ

∣∣∣∣ 6 ε.
Since this holds for any ε > 0 and f ∈ Cc(X) we deduce that µ is invariant
under exp p(r0). As r0 > 0 was arbitrary, the proposition follows. �

Because of the results above, we are interested in finding large sets of
uniformly generic points. It is too much to expect that almost every point
with respect to an invariant measure will have this property (due to the
requested uniformity), but we can get close to this statement as follows.

Lemma 6.10 (Almost full sets consisting of uniformly generic points).
Let µ be an invariant and ergodic probability measure on X for the action
of a one-parameter flow {us : s ∈ R}. For any ρ > 0 there is a compact
set K ⊆ X with µ(K) > 1− ρ consisting of uniformly generic points.

Proof. Let D = {f1, f2, . . . } ⊆ Cc(X) be countable and dense. Then by the
pointwise ergodic theorem [?, Cor. 8.15] for every f` ∈ D we have

1

T

∫ T

0

f`(us.x) ds −→
∫
X

f` dµ

µ-almost everywhere, or equivalently for every ε > 0
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µ

({
x ∈ X

∣∣∣∣∣ sup
T>T0

∣∣∣∣∣ 1

T

∫ T

0

f`(us.x) ds−
∫
X

f` dµ

∣∣∣∣∣ > ε

})
−→ 0

as T0 →∞. Now choose, for every f` ∈ D and for every ε = 1
n a time T`,n so

that

µ

({
x ∈ X

∣∣∣∣∣ sup
T>T`,n

∣∣∣∣∣ 1

T

∫ T

0

f`(us.x) ds−
∫
X

f` dµ

∣∣∣∣∣ > 1

n

})
<

ρ

2`+n
.

Let K ′ ⊆ X be the complement of the union of these sets, so that µ(K ′) >
1− ρ by construction. It is clear that the points in K ′ are uniformly generic
for all f ∈ D. Moreover, since D ⊆ Cc(X) is dense in the uniform norm,
this extends to all functions by a simple approximation argument. Finally we
may choose a compact K ⊆ K ′ with µ(K) > 1− ρ by regularity of µ. �

The principle outlined above is sufficient to prove the measure classification
theorem for 2-step nilpotent groups (see Exercise 6.3.2; as we will see in
the next section with more effort the same holds for more general nilpotent
groups). However, in general this use is limited — for example, in the above
form it does not even allow us to give a new proof of measure classification
for the horocycle flow. This will be discussed again in Section 6.6, where
we discuss the second more powerful refinement of the use of generic points
to show additional invariance leading to a strengthening of Dani’s theorem
(Theorem 5.3) due to Ratner.

Exercises for Section 6.3

Exercise 6.3.1. Show that the limit polynomial in Proposition 6.9 takes only values in
the centralizer Cg(U) = {v ∈ g | Adu(v) = v for all u ∈ U} of U in the Lie algebra g of G.

Exercise 6.3.2. Use the results from Section 6.3.2 to prove the measure classification

theorem (Theorem 6.1) under the assumption that G is a 2-step nilpotent group.

6.4 Unipotent Dynamics on Nilmanifolds

In this section we will assume that G is a nilpotent Lie group and Γ < G a
discrete subgroup. In this case X = Γ\G is called a nilmanifold.
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6.4 Unipotent Dynamics on Nilmanifolds 187

6.4.1 Measure Classification for Nilmanifolds

Theorem 6.11. Let Γ < G be a discrete subgroup of a connected nilpotent
Lie group G and let X = Γ\G. Let U 6 G be a one-parameter subgroup.
Then any U -invariant and ergodic probability measure µ on G is algebraic.

Proof. As we will see, the result follows from a (double) induction argument
and Proposition 6.9. First, notice that the theorem is trivial if dimG = 1.

A second special case is obtained by assuming in addition that U belongs
to the center CG of G. In this case, if

X ′ = {x ∈ X | x is generic for µ},

x0 ∈ X ′, and y = g.x0 ∈ X ′, then g ∈ CG(U) = G so g ∈ StabG(µ) by
Lemma 6.7 and y ∈ StabG(µ).x0 also. It follows that X ′ ⊆ StabG(µ).x0 has
full measure, and we deduce that µ must be the Haar measure on StabG(µ).x0

as required.
We assume now that G is a nilpotent connected Lie group of nilpotency

degree k, meaning that

G0 = G > G1 = [G,G0] > · · · > Gk−1 = [G,Gk−2] > Gk = [G,Gk−1] = {I}.

We also assume that U 6 Gj for some j ∈ {0, . . . , k−1}. We may also assume
that U 6⊆ CG. The inductive hypothesis is then the following statement: the
theorem holds for any X ′ = Γ ′\G′, U ′ 6 G′ and any U ′-invariant and ergodic
probability measure µ′ if either

• dimG′ < dimG, or
• G′ = G, Γ ′ = Γ , and U ′ 6 Gj+1.

Now let K ⊆ X be a set of uniformly generic points of measure µ(K) > 0.9
as in Lemma 6.10. Choose some

x0 ∈ K ∩ Supp(µ|K). (6.2)

We distinguish between two possible scenarios.
It could be that there is some δ > 0 such that y = ε.x0 ∈ K with

d(ε, I) < δ

implies that ε ∈ CG(U). In this case (6.2) implies that the U -invariant
set CG(U).x0 has positive measure, and so by ergodicity we have

µ(CG(U).x0) = 1.

Now set G′ = CG(U) � G and Γ ′ = StabG′(x0) so that we may also con-
sider µ as a U -invariant probability measure on
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Γ ′\G′ ∼= G′.x0

(with Γ ′g′ corresponding to x0g
′). By the above the theorem follows in this

case.
In the second case we find a sequence (yn = εn.x0) in K with εn → e

as n → ∞ but εn /∈ CG(U) for all n > 1. Choosing a subsequence, we
may assume that the sequence of polynomials (pn(r)) from Proposition 6.9
converges to a non-constant polynomial p : R → g. By Proposition 6.9 we
deduce that µ is preserved by exp(p(r)) for all r > 0.

We claim that exp(p(r)) takes values in Gj+1. Indeed, since U ⊆ Gj we
have (in the notation of Proposition 6.9)

pn(r) = Adu(Tnr)(log εn) ∈ log εn + gj+1

for all r, where
gj+1 = LieGj+1 = [g, gj ].

Since εn → e as n→∞ this gives p(r) ∈ gj+1 for all r > 0 as claimed.
The argument above shows that

(StabG(µ) ∩Gj+1)
o

is a non-trivial subgroup. Clearly U normalizes this subgroup, and since Adu(t)

is unipotent for all t ∈ R, it follows that there exists a one-parameter unipo-
tent subgroup

U ′ = {u′t | t ∈ R} 6 StabG(µ) ∩Gj+1 ∩ CG(U).

We are going to apply the inductive hypothesis to G′ = G, Γ ′ = Γ , and U ′.
However, as µ may not be† ergodic with respect to U ′ we first have to de-
compose µ into U ′-ergodic components. Recall from [?, Th. 6.2, 8.20] that
the ergodic decomposition allows us to write

µ =

∫
X

µE ′

x dµ, (6.3)

where µE ′

x is the conditional measure for the σ-algebra

E ′ = {B ∈ BX | µ(u′t.B4B) = 0 for all t}

and that for µ-almost every x the conditional measure µE ′

x is a U ′-invariant
and ergodic probability measure on X with x ∈ SuppµE ′

x .
By applying the inductive hypothesis to µ-almost every µE ′

x we obtain a
function x 7→ Lx that assigns to x the connected subgroup Lx for which µE ′

x

is the Lx-invariant probability measure on the closed orbit Lx.x. We claim
that there is a connected subgroup L such that Lx = L for µ-almost every x.

† In fact U ′ never acts ergodically with respect to µ.
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Indeed, since U = {u(t) | t ∈ R} preserves µ and leaves the σ-algebra E ′

invariant (since U ′ and U commute) we get

(ut)∗µ
E ′

x = µE ′

ut.x (6.4)

for every t ∈ R and µ-almost every x by [?, Cor. 5.24]. Since µE ′

x is Lx-
invariant, it follows from (6.4) that (u1)∗µ

E ′

x is u1Lxu
−1
1 -invariant, which

implies that
u1Lxu

−1
1 ⊆ Lu(1).x

and, by a similar argument for the reverse inclusion,

u1Lxu
−1
1 = Lu1.x.

Iterating this relationship shows that

un1Lxu
−n
1 = Lu(n).x (6.5)

for µ-a.e. x Now either L is normalized by u1, or the sequence of sub-
groups in (6.5) converges to a subgroup that is normalized by u1 (to see
this, apply the argument from the proof of Lemma 3.31 to any element
of
∧dimLx(LieLx). Hence Poincaré recurrence shows that we must have

u1Lxu
−1
1 = Lx

for µ-almost every x. Notice that for any such x we also get

u(t)Lxu(t)−1 = Lx

for all t ∈ R. By ergodicity it follows that Lx = L is constant µ-almost
everywhere. The cautious reader will have noticed that the argument above
has assumed implicitly that the function x 7→ Lx is measurable, which we
will show in Lemma 6.12 below. Equation (6.3) now shows that µ is a convex
combination of L-invariant measures and hence is itself L-invariant.

To summarize, we have shown that there exists a non-trivial connected
subgroup L 6 StabG(µ) containing U ′ such that the orbit L.x is for µ-
almost every x closed, with finite L-invariant measure and with the property
that U ′ 6 L acts ergodically on L.x. Since L 6 G is nilpotent, simply con-
nected and connected, M = CL(L) is a non-trivial connected subgroup. We
claim that the orbit M.x is compact for µ-almost every x and postpone the
proof to Lemma 6.14.

Next we claim that N1
G(M).x is a closed orbit for µ-a.e. x, see Lemma 6.15.

This implies that µ is supported on a single orbit x0N
1
G(M) of the unimodular

normalizer. In fact we note first that

U 6 NG(L) 6 NG(M),
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and since U is unipotent we also have U 6 N1
G(M). If now x0 is generic for µ

and U , then
Suppµ = x0U ⊆ x0N

1
G(M).

Therefore, without loss of generality we may assume x0 = Γ , G = N1
G(M)o

and hence M CG and that the orbit ΓM is compact.
Let πM : G → G/M denote the canonical projection πM (g) = gM . We

claim that πM (Γ ) 6 G/M is again discrete. Suppose that

πM (γn) −→ I

in G/M as n → ∞ with γn ∈ Γ , or equivalently γnmn → I as n → ∞ in G
for γn ∈ Γ andmn ∈M for all n > 1. SinceM∩Γ is co-compact inM , we may
simultaneously modify γn and mn by elements of M ∩Γ and assume that mn

lies in a pre-compact fundamental domain for Γ for all n > 1. Choosing a
subsequence, we may also now assume that mn → m ∈ M as n → ∞. This
implies that γn → γ ∈ Γ as n → ∞ for some γ, and so γn = γ for all
large n > 1. This shows that πM (γn) = πM (γ) = I for large enough n, and
hence that πM (Γ ) is discrete.

There is also an associated factor map

πX : Γ\G −→ πM (Γ )\πM (G)

defined by
πX : Γg 7−→ πM (Γ )πM (g).

The fibers of this map are precisely the M -orbits in the sense that

π−1
X (πX(Γg)) = {Γh | πM (Γ )hM = πM (Γ )gM} = ΓgM

for all g ∈ G.
We set G′ = πM (G), Γ ′ = πM (Γ ), U ′ = πM (U), µ′ = (πX)∗µ and deduce

from the inductive hypothesis that µ′ is an algebraic measure. Let H ′ 6 G′

be a connected subgroup, so that µ′ is the H ′-invariant probability measure
on a finite volume orbit

πM (Γ )πM (g)H ′

for some πM (g) ∈ G′. Finally, we claim that µ is the H-invariant probability
measure on the closed orbit ΓgH where H = π−1

M (H ′).
Since πM (Γ )πM (g)H ′ is closed we also obtain that

ΓgH = π−1
X (πM (Γ )πM (g)H ′)

is closed. Now let f ∈ C(X). Then∫
X

f(x) dµ(x) =

∫
X

f(m.x) dµ(x) (6.6)
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for all m ∈M . Now take a Følner sequence (Fn) in M and notice that

1

mM (Fn)

∫
Fn

f(m.x) dmM (m) −→
∫
M.x f(z) dmM.x(z) = f(πX(x))

for all x ∈ X, where the expression on the right defines a function f
in C(πX(X)). Applying this convergence to the average of (6.6) over the
Følner sequence gives∫

X

f(x) dµ(x) =

∫
πX(X)

∫
M.x f(z) dmM.x(z)︸ ︷︷ ︸

f(πX(x))

dµ′

Now fix h ∈ H and define fh by fh(x) = f(h.x) so that

fh(πX(x)) =

∫
M.x f(h.z) dmM.x(z) =

∫
M.(h.x)

f(z) dmH(z) = f(h.πX(x)),

and∫
X

fh dµ =

∫
πX(X)

fh dµ′ =

∫
πX(X)

(
f
)h

dµ′ =

∫
πX(X)

f dµ′ =

∫
X

f dµ.

Therefore µ is supported on H.x and is H-invariant. This concludes the
induction, and the theorem follows. �

In the course of the proof we made use of several lemmas which we now
prove.

Lemma 6.12 (Measurability of stabilizer). Let G be a Lie group, Γ 6 G
a discrete subgroup, and let X = Γ\G. Then the map

M (X) 3 µ 7−→ StabG(µ)o

from the space M (X) of Borel probability measures on X is measurable.

Implicit in the statement of the lemma is a measurable structure on the
space of connected subgroups, and this is achieved as follows. We identify a
connected subgroup L 6 G with its Lie algebra LieL, and if L 6= {I} with the
corresponding point of the Grassmannian of G. In other words, we consider
the map in the lemma as a map from M (X) to

{e} t
dimG⊔
`=1

`(LieG),

which is a compact metric space and hence has a measurable structure via
the Borel σ-algebra.
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Proof of Lemma 6.12. Let d = dimG, so that

Md = {µ ∈M (X) | dim StabG(µ) = d} = {mX}

and Md 3 µ 7−→ StabG(µ)o is trivially measurable.
Fix k with 0 6 k 6 d and suppose that we have already shown that the

sets
M` = {µ | dim StabG(µ) = `}

for ` > k and the map Mk+1 3 µ 7−→ StabG(µ)o are measurable.
Let µn ∈ M>k = Mk ∪ · · · ∪Md for n > 1 and suppose that µn → ν in

the weak*-topology as n→∞. Let hn be the Lie algebra of StabG(µ)o. As

{I} ∪
⋃

16`6d

`(LieG)

is compact, we may choose a subsequence and assume that hn → h 6 g as n→
∞ with dim h > k. We will prove below that µ is invariant under exp(h) and
so µ ∈ M>k. It follows that M>k is closed and hence measurable, which
implies that Mk = M>krM>k+1 is also measurable.

The argument above also shows that the assumption µn ∈Mk for all n > 1
and µn → µ ∈Mk as n→∞ implies that hn → h as n→∞, with dim h = k.
Therefore

Mk 3 µ 7−→ StabG(µ)o

is actually continuous on the measurable set Mk.
Iterating the argument until we reach k = 0 proves the lemma.
It remains to prove the invariance of µ = limn→∞ µn under h = limn→∞ hn.

For v ∈ h there exists a sequence (vn) with vn ∈ hn for n > 1 with vn → v
as n→∞. Then, by uniform continuity,∥∥∥f exp(vn) − f exp(v)

∥∥∥
∞
−→ 0

as n→∞ for f ∈ Cc(X). As µn is a probability measure for n > 1 this also
shows that∣∣∣∣∣∣∣∣∣

∫
f exp(vn) dµn︸ ︷︷ ︸
=
∫
f dµn

−
∫
f exp(v) dµn

∣∣∣∣∣∣∣∣∣ 6
∥∥∥f exp(vn) − f exp(v)

∥∥∥
∞
−→ 0

as n→∞. Taking limits gives∫
f dµ =

∫
f exp(v) dµ,

so exp(v) preserves µ. As v ∈ h was arbitrary, the lemma follows. �

Page: 192 job: VolumeIII macro: svmono.cls date/time: 15-Dec-2016/17:58



6.4 Unipotent Dynamics on Nilmanifolds 193

Lemma 6.13. Let G be a σ-compact, locally compact group equipped with a
left-invariant metric. Let Γ < G be a discrete subgroup and η1, . . . , ηk ∈ Γ
arbitrary elements. Then ΓCG(η1, . . . , ηk) is closed in X = Γ\G.

Proof. The proof is similar to the proof of Proposition 3.1 or Proposition 3.8.
So suppose that Γgn → Γg as n → ∞ with gn ∈ CG(η1, . . . , ηk) for n > 1
and some g ∈ G. Choose γn ∈ Γ for n > 1 with γngn → g as n → ∞. Fix
some i ∈ {1, . . . , k} and notice that

Γ 3 γnηiγ−1
n = γngnηi(γngn)−1 −→ gηig

−1

as n→∞ has to become eventually stable. So assume that

γNηiγ
−1
N = γnηiγ

−1
n = gηig

−1

for all n > N and all i. However, this shows that γ−1
N g ∈ CG(η1, . . . , ηk) and

Γg = Γγ−1
N g ∈ ΓCG(η1, . . . , ηk)

as required. �

Lemma 6.14. Let G 6 SLd(R) be a closed linear group and let Γ < G be a
discrete subgroup. Suppose that L < G is a unipotent subgroup such that xL
has finite volume. Then xCL(L) is compact.

Proof. Clearly xL ∼= Λ\L for a lattice Λ < L, so it suffices to consider the
case G = L and x = Λ ∈ Λ\L. By Borel density (Theorem 3.30; also see the
argument on p. 122) there exist elements λ1, . . . , λk ∈ Λ with

CL(L) = CL(λ1, . . . , λk).

Thus Lemma 6.13 shows that ΛCL(L) is closed.
Finally, notice that if Λgn →∞ for some gn ∈ CL(L) as n→∞, then the

injectivity radius at Λgn has to approach zero. In fact, by Proposition 1.11
there exist λn ∈ Λr{I} for which g−1

n λngn → I as n → ∞. However,
for gn ∈ CL(L) we have g−1

n λngn = λn ∈ Λr{I} which contradicts the
stated convergence. Therefore ΛCL(L) is a bounded closed set in ΛL, and so
is compact. �

Lemma 6.15. Suppose that G 6 SLd(R) is a closed linear group, Γ < G is
a discrete subgroup, and M < G is a unipotent abelian subgroup. If xM is
compact for some x ∈ X = Γ\G, then xN1

G(M) is closed, where

N1
G(M) = {g ∈ G | gMg−1 = M and gmMg

−1 = mM}

is the unimodular normalizer of M in G.
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Proof. Let x = Γg. By conjugating M with g we may assume without
loss of generality that x = I. As in the proof of Lemma 6.13, we assume
that γngn → g as n → ∞ for gn ∈ N1

G(M), γn ∈ Γ and g ∈ G. We wish to
show that γg ∈ N1

G(M) for some γ ∈ Γ .
Notice that

ΓgnM ∼=
(
(g−1
n Γgn) ∩M

)
\M,

which is isomorphic to (Γ ∩M)\M via conjugation by gn ∈ N1
G(M). This

implies that ΓgnM has the same volume as ΓM since conjugation by gn
in N1

G(M) preserves the Haar measure on M by definition. Moreover, since

Γgn −→ Γg

as n → ∞, we see that the injectivity radius of Γgn stays bounded away
from zero. By Minkowski’s theorem on successive minima (Theorem 1.15,
equivalently via the argument in the proof of Mahler’s compactness criteria
in Theorem 1.17) there exist elements

ηn,1, . . . , ηn,dimM ∈ Γ

such that
(γngn)

−1
ηn,i (γngn) ∈M (6.7)

is of bounded size (independent of n) and gives a basis of (g−1
n Γgn) ∩ M

for i = 1, . . . ,dim(M). Therefore, we may choose a subsequence such that
for every i = 1, . . . ,dim(M) we have (after renaming the indexing variable in
the sequence) that

(γngn)
−1
ηn,i (γngn) −→ mi ∈M. (6.8)

Since we also have γngn → g we may conjugate by γngn in (6.8) to obtain

ηn,i −→ gmig
−1

as n→∞. However, since ηn,i ∈ Γ this shows that we must have

ηN,i = ηn,i = gmig
−1

for i = 1, . . . ,dim(M) and all n > N for some large enough N . Conjugating
by γn we obtain from (6.7) that

γ−1
n ηn,iγn︸ ︷︷ ︸
∈M

= γ−1
n g mi︸︷︷︸

∈M

g−1γn,

by the definition of ηn,i for i = 1, . . . ,dim(M) and all n > N . Since

(γngn)
−1
ηn,iγngn
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gives a basis of the lattice (
g−1
n Γgn

)
∩M

by definition of ηn,i, and a lattice in M is Zariski dense, it follows that

〈m1, . . . ,mdimM 〉

is also Zariski dense in M and

γ−1
n g ∈ NG(M)

for all n > N .
In particular,

γ−1
N g

(
γ−1
n g

)−1
= γ−1

N γn ∈ NG(M)

for all n > N . We claim that γ−1
N γn ∈ N1

G(M). For if η = γ−1
N γn (or its

inverse) were to contract the Haar measure on M then η`(Γ ∩M)η−` would
have to contain shorter and shorter vectors as ` → ∞ by Minkowski’s first
theorem (Theorem 1.14). As η`(Γ ∩M)η−` ⊆ Γ this is impossible, proving
the claim.

It follows that
γ−1
N g = lim

n→∞
γ−1
N γngn ∈ N1

G(M)

as required. �

6.4.2 Equidistribution and Orbit Closures on
Nilmanifolds

Using Theorem 6.11 we can establish the equidistribution theorem (Theo-
rem 6.2) and the orbit closure theorem (Theorem 6.3) on nilmanifolds. In the
case of unipotent flows on nilmanifolds this step of the proof is significantly
easier due to the following special feature of unipotent flows on nilmanifolds
(which we know is false for the horocycle flow on a non-compact quotient,
for example).

Corollary 6.16. Let Γ < G be a discrete subgroup of a connected nilpotent
Lie group G and let X = Γ\G. Let U 6 G be a one-parameter subgroup
and x0 ∈ X. Then the orbit closure U.x = L.x is algebraic and the U -action
on L.x0 is uniquely ergodic.
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6.5 Invariant Measures for Semi-simple Groups

Using Section 6.3.2 we are also ready to prove the special case of Ratner’s
measure classification theorem where the acting group is semi-simple†. We
are going to use the Mautner phenomenon to find an ergodic one-parameter
unipotent flow. This is possible due to the results of Chapter 2, but requires
that the group H has no compact factors. While almost all of the ideas of
the proof certainly go back to the work of Ratner, and in particular to the
paper [?], the observation that this particular case has a short and relatively
easy proof was made in [?].

Theorem 6.17 (Ratner measure classification; the semi-simple case).
Let G be a connected Lie group, Γ < G a discrete subgroup, and assume
that H < G is a semi-simple subgroup without compact factors. Suppose
that µ is an H-invariant and ergodic probability measure on X. Then µ is
algebraic.

Proof. Define the closed subgroup

Stab(µ) = {g ∈ G | g∗µ = µ},

the connected component
L = Stab(µ)o,

and its Lie algebra l. We need to prove that µ is supported on a single L-
orbit. So let us assume (for the purposes of a contradiction) that this is not
the case. Then by ergodicity of µ, each L-orbit must have zero µ-measure
since H 6 L.

There exists a subgroup of H that is locally isomorphic to SL2(R), which
acts ergodically on X with respect to µ. This follows from the Mautner
phenomenon. — Indeed H is by assumption an almost direct product of
non-compact simple Lie groups and each of these contains a subgroup that
is locally isomorphic to SL2(R). Now consider a diagonally embedded sub-
group that is locally isomorphic to SL2(R) and that projects non-trivially
to each simple almost direct factor. By Theorem 2.11 this subgroup satis-
fies the Mautner phenomenon for H, and since H acts ergodically so does
the subgroup. So we may assume that H is locally isomorphic to SL2(R).
Furthermore, we let U 6 H be the subgroup corresponding to the upper
unipotent subgroup in SL2(R). Once again by the Mautner phenomenon
(Proposition 2.9) U acts ergodically with respect to µ.

† This case is interesting as the proof is relatively straightforward, even though there may
be a large gap in the dimensions of the acting group and the group that gives rise to the

ambient space. Furthermore, due to this gap there may be a large collection of possible
intermediate subgroups H 6 L 6 G. However, the use of this special case is limited as the
acting group is not amenable and hence it is a priori not even clear why we should have

any H-invariant probability measure on a given orbit closure H.x ⊆ X.
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By the structure theory of finite-dimensional representations of SL2(R)
(see Knapp [?, Th. 1.64], for example), we see that the H-invariant sub-
space l 6 g (with respect to the adjoint action) has an H-invariant comple-
ment V < g (though we have no reason to expect that V is a Lie algebra).

Now let K ⊆ X be a set of µ-measure exceeding 0.99 comprising uniformly
generic points for U < H. We would like to find points xn, yn ∈ K with

yn = gn.xn,
for some gn 6= I with gn ∈ exp(V ) belonging to the ‘transverse’ direction for
all n > 1, and with gn → I as n→∞. We then may consider the polynomials

pn(r) = Adu(Tnr)(log gn), (6.9)

assume that these converge as n→∞, and apply Proposition 6.9. By the H-
invariance of V all the polynomials pn would have values in V and so we
would then be able to find a polynomial p : R → g taking values in V and
with µ preserved by exp p(r) for all r > 0. The existence of such a polynomial
contradicts the definition of L = Stab(µ)o.

To find xn, yn as above, we can apply a relatively simple Fubini argument
as follows (crucially, using the fact that µ is invariant under L).

So let BLδ = BLδ (I) be a small open metric ball in L around the identity,
and define

Y =

{
x ∈ X |

∫
BLδ

1K( .̀x) dmL(`) > 0.9mL(BLδ )

}
.

We claim first that µ(Y ) > 0.9, which may be seen by looking at the com-
plement as follows:

µ(XrY ) = µ

({
x ∈ X |

∫
BLδ

1XrK( .̀x) dmL(`) > 0.1mL(BLδ )

})

6
1

0.1mL(BLδ )

∫
X

∫
BLδ

1XrK( .̀x) dmL(`) dµ

=
1

0.1mL(BLδ )

∫
BLδ

∫
X

1XrK( .̀x) dµ︸ ︷︷ ︸
=µ(XrK)

dmL (by Fubini)

=
µ(X rK)

0.1
<

0.01

0.1
= 0.1,

since L preserves µ and µ(K) > 0.99.
We now claim that for any nearby points x, y ∈ Y we can find `x, `y ∈ BLδ

such that
x′ = `x.x ∈ K, (6.10)
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y′ = `y.y ∈ K, (6.11)

and
y′ = exp(v).x′ (6.12)

with v ∈ V . To see this, notice that if δ is sufficiently small, then (by the
inverse mapping theorem) the map

ψ : BL2δ ×BV2δ(0) −→ G

(`, v) 7−→ ` exp(v)

is a diffeomorphism from BL2δ ×BV2δ(0) onto an open neighborhood O of the
identity in G. Let now g ∈ BGκ (I) be chosen so that y = g.x. Then we would
like to find `x, `y ∈ BLδ with g`−1

x = `−1
y exp(v), which will give (6.12). This

can be done using the local diffeomorphism above: if κ is sufficiently small,
then g`−1

x ∈ O and may define `y and v by

ψ−1(g`−1
x ) = (`−1

y , v). (6.13)

However, we still have to worry about the conditions (6.10) and (6.11).
For this, we are going to see that most points `x ∈ BLδ (and the cor-

responding `y) will satisfy this. Indeed, by definition of Y , at least 90% of
all `x ∈ BLδ satisfy x′ = `x.x ∈ K, and at least 90% of all `y ∈ BLδ sat-
isfy y′ = `y.y ∈ K. However, we need to do this while ensuring that (6.13)
(or equivalently, (6.12)) holds. So define the map

φ : BLδ −→ BL2δ

`x 7−→ `y

with `y as in (6.13). This smooth map depends on the parameter g ∈ BGκ and
is close to the identity in the C1-topology if κ is sufficiently small (all maps
we deal with are analytic and for g = e we have φ = IBLδ ). Therefore φ does

not distort the chosen Haar measure of L much, and sends BLδ into a ball
around the identity that is not much bigger than BLδ (both with respect to
the metric structure and with respect to the measure). In other words, if κ
is sufficiently small, then

mL

(
φ
({
`x ∈ BLδ | `x.x ∈ K

})
∩BLδ

)
> 0.9mL

(
φ
({
`x ∈ BLδ | `x.x ∈ K

}))
> 0.8mL

({
`x ∈ BLδ | `x.x ∈ K

})
> (0.8)(0.9)mL

(
BLδ
)
> 0.7mL

(
BLδ
)
.

Together with

mL

(
{`y ∈ BLδ | `y.y ∈ K}

)
> 0.9mL

(
BLδ
)
,
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we see that there are many points `x ∈ BLδ with `x.x ∈ K for which `y
defined by (6.13) also satisfies `y.y ∈ K.

The theorem now follows relatively quickly as outlined earlier. Recall that
we may assume that every L = Stab(µ)o-orbit has µ-measure zero. Let

z ∈ Supp (µ|Y ) .

Then for every κ = 1
n there exist xn = z, yn = gn.xn ∈ Y with

gn ∈ BG1/n(I)rL.

Applying the procedure above to xn, yn (which we certainly may if n is large)
then we get

x′n, y
′
n = exp(vn).x′n ∈ K, vn ∈ V, vn 6= 0, vn → 0

as n→∞. There are now two cases to consider.
If vn is in the eigenspace of Adus for infinitely many n (and so let us assume

for all n by passing to that subsequence), then we may apply Lemma 6.7
to each vn and deduce that exp(vn) preserves µ. However, since vn → 0
as n→∞ and the unit sphere in V is compact, we may assume that vn

‖vn‖ → w

as n→∞ by passing to a subsequence again. We conclude that since Stab(µ)
is closed, exp(tw) ∈ Stab(µ) for all t. Since V is a linear complement to the
Lie algebra of L = Stab(µ)o, this is a contradiction.

So assume that vn is not in an eigenspace for any n > 1 (by deleting finitely
many terms). In this case we may define Tn such that the polynomials in (6.9)
have norm one. Use compactness of the set of polynomials with bounded
degree and norm one to choose a subsequence (again denoted (pn)) that
converges to a polynomial p, and then apply Proposition 6.9 to see that µ is
preserved by exp p(t) for all t > 0. Since p is the limit of AdTnr(vn) ∈ V , p
also takes values in V which again contradicts the definition of V . �

6.6 Transverse Divergence and Entropy for the
horocycle flow

†We will reprove (up to a fact regarding entropy which we will assume for the
moment) the classification of invariant measures under a weaker assumption.
Note that the assumption made in Theorem 6.18 below is weaker than the
assumption in Theorem 5.3, as we do not assume that Γ is a lattice. As
a result, the proof of the theorem below is a better representation of the

† Even though the result of this section may not go much beyond what we already under-

stand, we take this case as a starting point for a tour of cases ending with the general case

of unipotent flows on quotients of Γ\SL3(R)
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general measure classification results, and indeed is a result of Ratner (see
Theorem 6.1 and the survey [?]). The use of entropy below goes back to work
of Margulis and Tomanov [?].

Theorem 6.18 (Invariant measures for the horocycle flow). Let Γ be
a discrete subgroup of SL2(R), let X = Γ\ SL2(R), and let

U =

{
us =

(
1 s

1

)
| s ∈ R

}
.

Suppose that µ is a U -invariant and ergodic probability measure on X. Then
either

• µ is supported on a single periodic orbit of U ; or
• µ = mX and Γ is a lattice.

We want to apply an argument similar to the one in Section 6.3.2. It is
easy to check that the argument as it is presented there is not going to be
helpful since it would always just imply invariance under {us}. We start by
generalizing Section 6.3.1.

Lemma 6.19 (Normalizer lemma). Let X = Γ\G for some closed linear
group G and some discrete subgroup Γ < G, let U < G be a one-parameter
subgroup, and let µ be an U -invariant and ergodic probability measure on X.
Suppose that x, y = g.x ∈ X are generic for the U -action (in both directions)
and the measure µ and suppose

g ∈ NG(U) = {g ∈ G | gUg−1 = U}.

Then g preserves µ.

For G = SL2(R) and the horocycle subgroup U we have that g ∈ NG(U)
implies that

g =

(
λ t
λ−1

)
for some λ 6= 0 and t ∈ R. Indeed, if

g =

(
a b
c d

)
normalizes U , then we may calculate

Adg

(
0 1
0 0

)
=

(
−c a− d
0 c

)
and deduce that c = 0. We note that the lemma also implies in this case that

a =

(
λ
λ−1

)
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preserves µ. We refer to Figure 6.4 for the geometrical picture of the proof.

right

X
left

x

y

Fig. 6.4 If y = xh−1 with h ∈ NG(V ), then the two orbits are again parallel as in

Figure 6.2, but xu−1
s may not be close to yu−1

s but instead be close to yu−1
r for some r.

Proof of Lemma 6.19. The lemma follows from the argument used in
Section 6.3.1, taking into account the fact that g conjugates us ∈ U into

gusg
−1 = uλs

for some fixed λ ∈ R×. Let us assume for simplicity of notation that λ > 0,
the case λ < 0 is very similar. Hence the piece of the orbit

u[0,T ].x = {us.x | s ∈ [0, T ]}

is mapped under g to

gu[0,T ].x = {uλsg.x | s ∈ [0, T ]} = u[0,λT ].y.
As before, the normalized Lebesgue measure on u[0,T ].x and u[0,λT ].y both
approximate µ as T →∞, and we deduce that g preserves µ. �

Just as in the discussion in Section 6.3.1, for the proof of Theorem 6.18
we cannot hope in general for this propitious situation — the requirement
that g ∈ NG(U) restricts the displacement between the two typical points to
a two-dimensional group sitting inside the three-dimensional SL2(R). Thus
we will be forced in the argument developed below to work with an element

g =

(
a b
c d

)
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202 6 Ratner’s Theorems in Unipotent Dynamics

with ad − bc = 1 but with no other constraint, and in particular with c
permitted to be non-zero. As we will see in the first part of the proof we will
be able to use ‘transverse divergence’ to produce additional invariance.

Proof of Theorem 6.18. Suppose K ⊆ X is a uniformly generic set of
measure µ(K) > 0.99. Suppose that z ∈ Suppµ|K . If for some δ > 0 we have

Bδ(z) ∩K ⊆ U.z,
then U.z has positive measure. This shows that z is therefore a periodic orbit
and µ is its normalized periodic orbit measure.

Otherwise, it follows that we can choose xn ∈ K and yn ∈ K with

yn = gn.xn
and gn /∈ U for all n > 1 and gn → e as n→∞. If for some n we have

gn =

(
λ t
0 λ−1

)
∈ NG(U),

then by Lemma 6.19 we know that a =

(
λ
λ−1

)
with λ 6= ±1 preserves µ.

Below we will show how this implies that µ = mX .
Next we discuss the more general case, so assume that

gn =

(
an bn
cn dn

)
with cn 6= 0. We may assume that cn > 0 for all n > 1, for if not we can
interchange xn and yn, thereby replacing gn by g−1

n . We would like to argue
along the lines of Proposition 6.9, but we already learned from the proof of
Lemma 6.19 that we might have to use different clocks for the parametrization
of the orbits of x and y. We have seen before (see (2.6) in the proof of
Proposition 2.9 on p. 58) the calculation that lies behind this:

usygnu−sx =

(
1 sy

1

)(
an bn
cn dn

)(
1 −sx

1

)
=

(
an + cnsy bn − ansx + sy(dn − cnsx)

cn dn − cnsx

)
. (6.14)

If we set sy = sx then the upper-right entry, which corresponds to the sub-
group U , is a quadratic term and for small d(gn, I) this quadratic term is the
most significant entry. As this would not lead anywhere, we instead choose

sy =
ansx

dn − cnsx
.

Having made this choice, we obtain the simpler formula
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usygnu−sx =

(
an + cnsy bn

cn dn − cnsx

)
.

Once again we want to speed up the time parameter sx = Tnr by defining Tn
to be 1

cn
and

φn(r) = uanTnr/(dn−r)gnu−Tnr =

(
an + anr

dn−r bn
cn dn − r

)
,

which defines a sequence of rational functions taking values in SL2(R). The
pole of the nth rational function in this sequence is at r = dn, which is
approximately 1. It follows that (φn) converges uniformly on [0, 1

2 ] to the
rational function

φ(r) =

(
1

1−r 0

0 1− r

)
.

We claim that

µ is preserved by φ
(

1
2

)
=

(
2 0
0 1/2

)
. (6.15)

Once we know this we are at the same stage as in the previous special case.
To prove the claim in (6.15), fix some ε > 0 and f ∈ Cc(X). Then there

exists a δ > 0 with

d(h1, h2) < δ =⇒ |f(h1.x)− f(h2.x)| < ε (6.16)

for all x ∈ X. Next notice that there exists some κ > 0 such that

d(φ(r), φ( 1
2 )) < δ

2

for all r ∈ [ 1
2 − κ,

1
2 ], which implies that

d(φn(r), φ( 1
2 )) < δ (6.17)

for all sufficiently large n. Taking a convex combination of two ergodic aver-
ages, and keeping κ fixed, we can deduce (just as in Section 6.3.2) that

An =
1

κTn

∫ 1
2Tn

( 1
2−κ)Tn

fφ(1/2)(us.xn) ds −→
∫
X

fφ(1/2) dµ.

Now
fφ(1/2)(us.xn) = f (φ(1/2)us.xn)

is within ε of
f (φn(cns)us.xn) ,

since cns ∈ [ 1
2 − κ,

1
2 ] and because of (6.16) and (6.17). Next we recall the

definition of φn to get
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φn( cns︸︷︷︸
r

)u(s) = uanTnr/(dn−r)gnu−Tncnsus = uans/(dn−cns)gn.

Together we deduce that∣∣∣∣∣∣∣An −
1

κTn

∫ 1
2Tn

( 1
2−κ)Tn

f
(
uans/(dn−cns) gn.xn︸ ︷︷ ︸

yn

)
ds

∣∣∣∣∣∣∣ < ε.

The integral in this estimate is almost of the same form for yn as the ergodic
average An for xn — except that the orbit is run through non-linearly. For
that reason we now use the substitution t = ans

dn−cns . Its derivative is given
by

dt

ds
=

andn
(dn − cns)2

,

which for large n and sufficiently small κ satisfies∣∣∣∣14 dt

ds
− 1

∣∣∣∣ < ε. (6.18)

This shows that∣∣∣∣∣An − 1

4κTn

∫ 1
2Tn

( 1
2−κ)Tn

f

(
uans/(dn − cns)︸ ︷︷ ︸

t

)
yn . dt

ds
ds

∣∣∣∣∣ < ε (1 + ‖f‖∞) ,

and equivalently∣∣∣∣∣∣An − 1

4κTn

∫ 1
2
anTn
dn− 1

2

( 1
2−κ) anTn

dn− 1
2
+κ

f (ut.yn) dt

∣∣∣∣∣∣ < ε (1 + ‖f‖∞) .

From (6.18) (or alternatively apply the above to the constant function f = 1)
we also deduce that the length of the interval for the integral is asymptotic
to 4κTn as ε→ 0. More precisely we have∣∣∣∣1− total length

4κTn

∣∣∣∣ < 2ε.

Applying the convex combination argument to the intervals[
0, 1

2
anTn
dn− 1

2

]
and

[
0, ( 1

2 − κ) anTn
dn− 1

2 +κ

]
,

the initial point yn and the function f we get
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1

total length

∫ 1
2
anTn
dn− 1

2

( 1
2−κ) anTn

dn− 1
2
+κ

f (ut.yn) dt −→
∫
X

f dµ.

Together we see after taking the limits as n→∞ that∣∣∣∣∫
X

fφ(1/2) dµ−
∫
X

f dµ

∣∣∣∣ < O(ε) (1 + ‖f‖∞) ,

and this holds for any ε > 0 and f ∈ Cc(X). Hence we have shown that

in any case µ is invariant under a non-trivial element a =

(
λ
λ−1

)
of the

geodesic flow.
We now finish the proof using the entropy theory developed† in Chapter 10.

In particular, by Theorem 10.2(2) we have

hµ(a) = 2 log |λ|,

since µ is U -invariant and U is precisely the stable horospherical subgroup.
However, by Theorem 10.5, this implies that µ is also invariant under the
opposite unipotent subgroup{(

1 0
s 1

)
| s ∈ R

}
.

Since these unipotent subgroups together generate SL2(R), we see that µ
must be the Haar measure mX on X, which also forces Γ to be a lattice. �

Exercises for Section 6.6

Exercise 6.6.1. Let

G =2 (R) = SL2(R)nR2 =

{(
A v
0 1

)
| A ∈ SL2(R), v ∈ R2

}
,

Γ =2 (Z) = G ∩ SL3(R), and X = Γ\G.
Consider the following‡ choices of one-parameter unipotent subgroups and prove for

each of them the classification of invariant measures:

(1) We could set us =

1 0 s
1 0

1

.

† We hope that this and future forward references to Theorem 10.2 and Theorem 10.5
serve as a good motivation for learning the basics of entropy theory from [?] and the more

refined arguments of Part II.
‡ The reader may check whether these are all, up to conjugation.
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206 6 Ratner’s Theorems in Unipotent Dynamics

(2) A more interesting choice is given by us =

1 s 0

1 0
1

. Here you may use again entropy

theory (see the next section on how to avoid this).

(3) Finally we could also set us =

1 s s2

2
1 s

1

. We note that this case is easier to deal with,

no entropy theory is needed.

6.7 Joinings of the Horocycle Flow

In this section we consider the group G = SL2(R) × SL2(R) and its quo-
tient X = Γ\G by a lattice. Up to conjugation, G allows three different
choices of one-parameter unipotent flows:

•
{
us =

((
1 s

1

)
,

(
1

1

))∣∣∣∣s ∈ R};

•
{
us =

((
1

1

)
,

(
1 s

1

))∣∣∣∣s ∈ R}; and

•
{
us =

((
1 s

1

)
,

(
1 s

1

))∣∣∣∣s ∈ R}.

The first two are actually horospherical subgroups so the discussion in Chap-
ter 5 applies to these cases. Thus we will only consider the third (most diffi-
cult) case (which of course is a special case of Ratner’s measure classification
in Theorem 6.1).

Theorem 6.20 (The first non-horospherical case). Let

G = SL2(R)× SL2(R),

let Γ < G be a lattice†, and define the quotient space X = Γ\G. Let

U =

{
us =

((
1 s

1

)
,

(
1 s

1

))∣∣∣∣s ∈ R} .
Then any U -invariant ergodic probability measure µ on X is algebraic.

We will give two proofs, both of which start in the same way. The first
proof will use entropy theory and works in the stated generality. The second
proof is due to Ratner from her earlier work on the rigidity properties of the
horocycle flow [?, ?, ?] and will not use entropy theory but only works in a
special case (more precisely, only for reducible lattices).

† In some portions of the proof it will be convenient to refer to Theorem 5.7 where we
assumed that Γ\G is isomorphic to an orbit in d for some d > 2. So strictly speaking we

should assume this. Alternatively see Exercise 6.7.2.
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Start of proof of Theorem 6.20 using transverse divergence.
Let K ⊆ X be a set of uniformly generic points of measure µ(K) > 0.99
and suppose that y = g.x with x ∈ X and g ∈ G close to the identity I ∈ G.
As in the last section, we now want to study how the U -orbits of x and of y
move apart, where we allow different time parameters for the orbit of x and
the orbit of y. To this end we calculate

usy.y = usygu−sx.(usx.x)

and for

g =

((
a b
c d

)
,

(
a′ b′

c′ d′

))
obtain (by applying the calculation (6.14) for each component)

usygu−sx =

((
a+ csy b− asx + sy(d− csx)

c d− csx

)
,(

a′ + c′sy b
′ − a′sx + sy(d′ − c′sx)

c′ d′ − c′sx

))
.

We again set sy = asx
d−csx , so that the above simplifies to

φ(sx) =

((
a+ csy b

c d− csx

)
,

(
a′ + c′sy b

′ − a′sx + sy(d′ − c′sx)
c′ d′ − c′sx

))
,

(6.19)
and this already ensures that any limit of functions like φ (with b approach-
ing 0) does not take values in Ur{I}.

Once again we need to speed up the time parameter sx by setting sx = Tr
for some T > 0 to be defined later. In the last section we defined T to be 1

c
in order to ensure that the limit of the first matrix in φ is interesting. Here
we need to be more careful, as with that choice the second matrix defining φ
could diverge†.

Clearly if φ(sx) is constant, then it will be difficult to make it more inter-
esting by a speeding up. Hence it will be useful to ask when this happens.
This could be done by analyzing the concrete function φ as above in detail,
but it is easier to do this abstractly.

Lemma 6.21. Let G 6 SLd(R) be a linear group, let

U =
{
u(s) | s ∈ Rk

}
6 G

be a unipotent subgroup parameterized by some polynomial map‡ u : Rk → U
with u(0) = I. Fix some g ∈ G. Suppose also that sy = sy(sx) is defined on
an open neighborhood of 0 ∈ Rk (for example, by a rational function) such

† For example, if c > 0 is much smaller than c′ this will happen.
‡ We are not assuming that U is abelian, nor are we assuming that u is a homomorphism.
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that sy(0) = 0 and
φ(sx) = u(sy)gu(−sx)

is constant where defined. Then g ∈ NG(U).

Proof. Let sx ∈ Rk be close to 0. Then

φ(sx) = u(sy)gu(−sx) = φ(0) = g

is equivalent to
gu(sx)g−1 = u(sy) ∈ U.

As this holds for all sx near 0 and U is connected, the lemma follows. �

Suppose for a moment that φ(sx) as in (6.19) is indeed constant. Then we
have g ∈ NG(U), and by Lemma 6.19 we also have g ∈ StabG(µ). Suppose
that x ∈ Suppµ|K , and that we are in this case for all y = g.x ∈ K sufficiently
close to x. Then StabG(µ).x has positive measure, and hence has full measure
and the theorem follows.

It remains to consider the case where there is a sequence (yn) with

yn = gn.x
for n > 1 with x ∈ K and gn → I as n → ∞ for which the rational map φn
defined as above is not constant. Then

Φn(sx) = (dn − cnsx, (dn − cnsx)φn(sx))

is a tuple of polynomials with not both being constant. We define the
speeding-up parameters Tn > 0 such that

sup
r∈[0,1]

‖Φn(Tnr)− Φn(0)‖∞ = 1.

We may choose a subsequence† such that

Φn(Tnr) −→ Ψ(r)

converges uniformly as n→∞ on compact subsets of R. It follows that

Ψ(r) = (1− αr, ψ0(r))

for some α ∈ [−1, 1] and some polynomial ψ0. Moreover,

1

1− αr
ψ0(r) = ψ(r)

† As usual we simplify notation by not introducing a further subscript to denote the

subsequence.

Page: 208 job: VolumeIII macro: svmono.cls date/time: 15-Dec-2016/17:58



6.7 Joinings of the Horocycle Flow 209

is the limit of the sequence of functions (r 7→ φn(Tnr)) uniformly on compact
subsets of Rr{ 1

α}. Now we can ask for the behavior of the function

r 7→ ψ(r) ∈ G

for r 6= 1
α , without calculating it explicitly.

Lemma 6.22. Let G 6 SLd(R) be a closed linear group. Let

U = {u(s) | s ∈ Rk} < G

be a unipotent subgroup with a polynomial parameterization u : Rk → U
such that u(0) = I. Let {Mt : U → U | t ∈ R} be a one-parameter group
of automorphisms of U such that M1 uniformly expands U . Let (gn) be a
sequence in G with gn → I as n → ∞. Suppose further that there exists
a sequence (tn) with tn → ∞ as n → ∞, and a sequence of rational func-

tions
(
s

(n)
y : Rk → Rk

)
, well-defined except possibly on a proper subvarieties,

such that†

ψn(r) = Mtn

(
u(s(n)

y (r))
)
gnMtn(u(−r))

converges uniformly on some open subset O ⊆ Rk to some function

ψ : O → G.

Then ψ(O) ⊆ NG(U).

We note that in the case we are currently interested we have U ∼= R and
we may define Mt : U → U by multiplication with et.

Proof. Let u ∈ U and r ∈ O. Then

Mtn(u(−r))u = Mtn(u(−r)M−tn(u)) = Mtn(u(−(r + εn))) (6.20)

for some sequence (εn) with εn → 0 as n → ∞ since M−tn(u) → I in U
as n→∞. By uniform convergence this implies that

ψ(r) = lim
n→∞

ψn(r + εn)

= lim
n→∞

Mtn(u(s(n)
y (r + εn)))gnMtn(u(−(r + εn)))

= lim
n→∞

Mtn(u(s(n)
y (r + εn)))gnMtn(u(−r))u

for r ∈ O by (6.20). Comparing this with the definition of ψ(r) we see that

ψ(r) = lim
n→∞

u′nψn(r)u

† As the reader may notice, the automorphism Mtn does the speeding-up in this more
general setting.
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for some u′n ∈ U . As
lim
n→∞

ψn(r) = ψ(r)

we must have limn→∞ u′n = u′ ∈ U and

ψ(r) = u′ψ(r)u,

or equivalently
ψ(r)uψ(r)−1 = (u′)−1 ∈ U.

As this holds for all u ∈ U , the lemma follows. �

Using the same argument as in the proof of Theorem 6.18 and Lemma 6.22
it now follows that µ is invariant under all elements ψ(r) for all r ∈ (−1, 1).
Analyzing the construction of ψ we also see together with Lemma 6.22 that

ψ(r) ∈
{((

∗
∗

)
,

(
∗ ∗
∗

))}
∩NG(U).

We claim also that ψ is not constant. Indeed if ψ is constant, then α = 0
which implies that ψ0 = ψ is also constant in contradiction to the definition
of Tn.

From this it follows quickly that

ψ(r) =

((
1

1−αr
1− αr

)
,

(
1

1−αr β(r)

1− αr

))
for some rational function β(r).
Case I: Assume first that α = 0 so that

ψ(r) =

((
1

1

)
,

(
1 β(r)

1

))
for some nonconstant β(r). This gives that µ is invariant under the horosphere{((

1 ∗
1

)
,

(
1 ∗

1

))}
,

and the result follows from Theorem 5.11.
Case II: Suppose now α ∈ [−1, 1] is nonzero so that

ψ( 1
2 ) =

((
λ
λ−1

)
,

(
λ s
λ−1

))
for some positive λ 6= 1. We claim that we may assume in the following
that s = 0. In fact, replacing µ by((

1
1

)
,

(
1 s′

1

))
∗
µ
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gives a new measure that is still invariant under U and is also invariant under((
1

1

)
,

(
1 s′

1

))((
λ
λ−1

)
,

(
λ s
λ−1

))((
1

1

)
,

(
1 −s′

1

))

=

((
λ
λ−1

)
,

(
λ s+ λ−1s′ − λs′

λ−1

))
.

Since λ 6= λ−1 we can choose s′ so that the new measure is invariant under
the diagonally embedded element

a =

((
λ
λ−1

)
,

(
λ
λ−1

))
.

We assume without loss of generality λ ∈ (0, 1). We note that a acts ergod-
ically with respect to µ. Indeed if f ∈ L2(X,µ) is a-invariant we may apply
Proposition 2.13 and obtain that f is also U -invariant and so constant by
our assumption on µ. We will continue the proof in two different ways (using
entropy, and in a more special case without entropy theory). �

Finishing the proof of Theorem 6.20 using entropy theory. By
Theorem 10.2(2) we have

hµ(a) > hµ(a, U) = 2| log λ|,

since U belongs to the stable horospherical subgroup G−a of a and µ is U -
invariant (which forces the leafwise measures µUx to be the Haar measure
on U for a.e. x and makes it easy to calculate hµ(a, U), see the easy half of
Theorem 10.5). We now consider the opposite horospherical subgroup

G+
a =

{((
1
s1 1

)
,

(
1
s2 1

))∣∣∣∣s1, s2 ∈ R
}

and the subgroup

U+ =

{((
1
s 1

)
,

(
1
s 1

))∣∣∣∣s ∈ R} ⊆ G,
which should be considered as opposite to U .

Case A: It could be that the leafwise measure µ
G+
a

x (which can also be used
to describe the entropy since hµ(a) = hµ(a−1)) are almost surely supported
on U+. Suppose this is the case. Then

2| log λ| = hµ(a, U) 6 hµ(a) = hµ(a,G+
a ) = hµ(a, U+),

where we used the above inequality, Theorem 10.2(2) applied to G+
a , and our

assumption regarding the leafwise measures. However, together with (the
difficult part of) Theorem 10.5 applied to U+ this shows that µ is invariant
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under U+. Since U and U+ generate the diagonally embedded copy of SL2(R),
we may now refer to Theorem 6.17 which proves the theorem.

Case B: Now suppose that the leafwise measures µ
G+
a

x are not almost surely
supported on U+. Section 9.3.1 shows that there does not exist a set X ′ of
full measure such that g.x, x ∈ X ′ with g ∈ G+

a implies that g ∈ U+. We
now use this, again in a more general setting, to produce tuples of uniformly
generic points with a specific relationship to each other.

Lemma 6.23. Suppose X = Γ\G for some Lie group G and discrete sub-
group Γ , let a ∈ G be such that Ada is diagonalizable with positive eigenval-
ues, and let U < G−a be a unipotent subgroup. Suppose µ is a U -invariant and
ergodic probability measure on X which is also a-invariant. Let U+ 6 G+

a be

a subgroup and suppose that the leafwise measures µ
G+
a

x are not almost surely
supported on U+. Then there exists a uniformly generic set of points K for
the action of U , two points y = g.x and x with y ∈ G+

a
rU+, and infinitely

many n > 1 with

a−n.y = a−ngan.(a−n.x) ∈ K and a−n.x ∈ K.
Proof. Let K be a sequence of uniformly generic sets of points for the action
of U with µ(K) > 9

10 . By Proposition 2.13 µ is also ergodic with respect to
the action of a. Let

X ′ =

{
x ∈ X | lim

n→∞

1

n

n−1∑
k=0

1K(a−n.x) > 9
10

}
, (6.21)

so that µ(X ′) = 1 by the pointwise ergodic theorem applied to µ and to the
action of a. Applying Section 9.3.1 to X ′ and the subgroups U+ 6 G+

a , it
follows that there exist points y = g.x and x ∈ X ′ with g ∈ G+

a
rU+, and the

lemma follows. �

Applying Lemma 6.23 in our case, we find two points y = g.x and x with

g =

((
1
c 1

)
,

(
1
c′ 1

))
∈ G+

a

and c 6= c′ (since by assumption g /∈ U+). Moreover, we have infinitely
many n > 1 with yn = a−n.y, xn = a−n.x in K. Notice that

gn = a−ngan =

((
1

λ2nc 1

)
,

(
1

λ2nc′ 1

))
.

We now start the arguments from the very beginning of the proof again, using
the points yn = gn.xn, xn ∈ K. The calculation there now simplifies, since†

† We write ∗ for an entry of the matrices that we do not care about.

Page: 212 job: VolumeIII macro: svmono.cls date/time: 15-Dec-2016/17:58



6.7 Joinings of the Horocycle Flow 213

u
(

sx
1−csx

)
gu (−sx) =

((
∗ 0
c 1− csx

)
,

(
∗ −sx + sy(1− c′sx)
c′ 1− c′sx

))
,

which after conjugation by a−n gives

u
(
λ−2n sx

1−csx

)
gnu

(
−λ−2nsx

)
=((
∗ 0

λ−2nc 1− csx

)
,

(
∗ λ−2ns2

x
c−c′

1−csx
λ2nc′ 1− c′sx

))
.

Notice first that in the first matrix on the right the top right entry is zero
(and so equal to the same entry of gn), so the matrix is φn(λ−2nsx). Then
notice that the top right entry of the second matrix is non-zero and diverges to
infinity as n→∞. This shows that λ−2n is too large a speeding-up parameter.
More precisely, the speeding-up parameter Tn must satisfy

Tn
λ−2n

−→ 0

as n→∞. This shows (after choosing a converging subsequence and taking
the limit) that

ψ(r) =

((
1

1

)
,

(
1 κr2

1

))
for some κ 6= 0, and that µ is invariant under ψ(r) for r ∈ (−1, 1). Thus we
are now back in Case I of the beginning of the proof, which concludes the
argument. �

In the second, entropy-free, argument we will assume that Γ = Γ1 × Γ2

for lattices Γ1, Γ2 ∈ SL2(R).

Proof of Theorem 6.20 without using entropy theory. We set

Xi = Γi\SL2(R)

and consider the projections π1(x, x′) = x and π2(x, x′) = x′ from

X = Γ1\SL2(R)× Γ2\SL2(R)

to X1 respectively X2. Let µi = (πi)∗µ, and obtain in this way a horocycle-
invariant probability measure on each Xi for i = 1, 2. By Theorem 5.3 these
measures are therefore known to be algebraic, which leads us to three cases.

[(i)]µ1 and µ2 are both periodic orbit measures, which reduces the classi-
fication of the possibilities for µ to the classification of invariant measures
on T2 = R2/Z2. One of the two measures is a periodic orbit measure, but
the other is Haar measure. Both measures are Haar measures, in which
case µ is, by definition, a joining for the horocycle flow.
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We consider the case (i) dealt with and show that case (ii) is also quite
easy to handle. Suppose without loss of generality that (π1)∗µ = µ1 is a
periodic orbit measure while (π2)∗µ = mX2

is the Haar measure. Suppose

that s > 0 is the period of the horocycle flow on Suppµ1. In this case

(
1 s

1

)
acts trivially on the first factor and ergodically on the second. Applying the
decomposition µ =

∫
µA

(x,x′) dµ(x, x′) into conditional measures for the σ-
algebra

A = BX1
× {∅, X2},

we notice that us preserves every element of A modulo µ (since µ-almost
everywhere us does not change the first component). By [?, Cor. 5.24] this
implies a.s. that

(us)∗µ
A
(x,x′) = µA

us.(x,x′) = µA
(x,x′).

To summarize we have that µA
(x,x′) does not depend on x′, is supported

on {x} ×X2, and is invariant under the horocycle flow on {x} ×X2. Since

mX2
= (π2)∗µ = (π2)∗

∫
µA

(x,x′) dµ(x, x′) =

∫
(π2)∗µ

A
(x,x′) dµ(x,x′)

expresses mX2 as an integral convex combination of other horocycle-invariant
probability measures, it follows by ergodicity that

(π2)∗µ
A
(x,x′) = mX2 ,

or equivalently
µA

(x,x′) = δx ×mX2

for µ-almost every (x, x′). It follows that µ = (π1)∗µ×mX2
is algebraic.

So we now (and for the rest of the section) consider (iii), the most inter-
esting case, of a joining µ with

(πi)∗µ = mXi

for i = 1, 2. By the beginning of the proof on page 207, we can derive addi-
tional transverse invariance. Either we are in Case I, in which case we have
horospherical invariance and hence the trivial joining µ = mX1 ×mX2 by an
argument very similar to (ii), or we may assume after modifying µ slightly
that µ is invariant under a diagonally embedded diagonal element† a.

We again set A = BX1
× {∅, X2} and consider the conditional mea-

sures µA
(x,x′) which describes µ on the atom [(x, x′)]A = {x}×X2 for µ-almost

every (x, x′).
If µA

(x,x′) is not atomic almost everywhere, then µ = mX1
× mX2

is the
trivial joining.

† This element a will be used later in the proof, but its entropy properties will not be used.
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For each m > 1 let Km be a set of uniformly generic points with µ(Km) >
1− 1

m . Replacing Km by K1 ∪ · · · ∪Km if necessary, we may assume that

K1 ⊆ K2 ⊆ · · ·

and let
X ′ =

⋃
m>1

Km

so that µ(X ′) = 1. Since we assume that µA
(x,x′) is not atomic a.e., we

see that µA
(x,x′)|X′ is not atomic µ-almost everywhere. Therefore there ex-

ists some set Km and some (x, x′) ∈ X such that µA
(x,x′)|Km is non-atomic.

As SuppµA
(x,x′) ⊆ {x} ×X2, we see that there exists a sequence of points

xn, yn = gn.xn ∈ Km

with xn 6= yn, π1(xn) = x = π1(yn) where the displacement satisfies

gn =

(
I,

(
a′n b

′
n

c′n d
′
n

))
6= I

with (
a′n b

′
n

c′n d
′
n

)
−→ I

as n → ∞. We now apply the argument from the beginning of the proof on
page 207 to see that µ is invariant under the action of{(

I,

(
1 ∗

1

))}
,

either because

gn =

(
I,

(
1 b′n

1

))
with bn → 0 as n → ∞ and so we may apply the centralizer lemma
(Lemma 6.7), or because we are back in Case I of the transverse divergence
argument.

Thus we may suppose that µA
(x,x′) is atomic a.e., in which case we make

the following claim.
There exists some m > 1 and functions† f1, . . . , fm : X1 → X2 such that

the measure µA
(x,x′) may be expressed in the form‡

† In some sense it is better to think of {f1, . . . , fm} as a correspondence or an m-valued

function from X1 to X2.
‡ In the following we will write µA

(x,·) = µA
(x,x′) as the conditional measure does not depend

on the second coordinate x′.
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µA
(x,·) =

1

m

m∑
i=1

δ(x,fi(x))

for mX1-almost every x.
We note that the claim shows in particular that µ is determined by mX1

and the set of functions {f1, . . . , fm}
We define a function

f((x, x′)) = µA
(x,·) ({(x, x′)})

which by the previous claim is positive almost surely. Notice that u−1
s A = A ,

so that

f (us.(x, x′)) = µA
us.(x,·) ({us.(x, x′)})

= (us)∗µ
u−1
s A

(x,·) ({us.(x, x′)})
= µA

(x,·) ({(x, x′)}) = f((x, x′))

by [?, Cor. 5.24]. This shows that f is a us-invariant function†. Therefore, f
is constant µ-almost everywhere, so that we also have

µA
(x,·) ({(x, x′)}) = f ((x, x′)) = f ((x, y′)) = µA

(x,·) ({(x, y′)})

if both (x, x′) and (x, y′) belong to this full-measure set and share the same
first coordinate. As µA

(x,·) is by construction a probability measure, it follows
that there is some m > 1 and m points

{f1(x), . . . , fm(x)} ⊆ X2

such that

µA
(x,·) =

1

m

m∑
i=1

δ(x,fi(x)),

for µ-almost every (x, x′) (or equivalently for mX1
-a.e. x).

We may choose the functions f1, f2, . . . , fm : X ′1 → X2 to be measurable
on a subset X ′1 ⊆ X1 of full measure.

We let X ′1 be the set on which µA
(x,·) is defined and has the property in the

last claim. Using a countable basis of the topology of X2, we find a sequence
of finite or countable partitions (Pn) such that

Pn 6 σ (Pn+1)

† This function is also measurable, which the reader may check by exhibiting f as a

pointwise limit of a sequence of measurable functions using µA
(x,x′)(B) for elements B

chosen from a refining sequence of partitions of X2. We skip this proof, but refer the
reader to the next step for a similar argument.
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and

BX2
=

∞∨
n=1

σ (Pn) .

We also order the elements of

Pn = {Pn,1, . . . }

where we may assume that Pn,i has diameter smaller than 1
n for i > 1.

We will define f1 as in the claim to be a limit of a sequence of measurable

functions
(
f

(n)
1

)
.

Pick some y1,i ∈ P1,i for i > 1 and define

f
(1)
1 (x) = y1,1 on B1,1 = {x ∈ X1 | µA

(x,·)({x} × Pn,1) > 0}

f
(1)
1 (x) = y1,2 on B1,2 = {x ∈ X1 | µA

(x,·)({x} × Pn,2) > 0}rB1,1,

and so on. In defining f
(2)
1 we again use some y2,i ∈ P2,i for i > 1, but we

require the property that f
(2)
1 (x) and f

(2)
1 (x) belong to the same partition

element of P1. We can ensure this by requiring that each P1,i is split into
finitely many partition elements of P2, and the subsets of P1,i appear before
the subsets of P1,j in the enumeration of the elements of P2 whenever i < j.
With this allowed assumption we can simply follow the same procedure for the

construction of f
(2)
1 . Repeating this for all n we get a sequence of piece-wise

constant (and, in particular, measurable) functions f
(n)
1 with the property

that
d(f

(n)
1 (x), f

(k)
1 (x)) < 1

k

if n > k. Therefore
f1(x) = lim

n→∞
f

(n)
1 (x)

exists for all x ∈ X1 and defines a measurable function f1 : X ′1 → X2. By con-
struction there exists for every n someQn ∈Pn with f1(x) ∈ Qn, µA

(x,·)({x}×
Qn) > 0 and so also µA

(x,·)(Qn) > 1/m. Since Qn has diameter 6 1/n we

see that
⋂∞
n=1Qn = {(x, f1(x))} which gives µA

(x,·) ({(x, f1(x))}) = 1/m for

all x ∈ X ′1. If m > 1 then we remove (x, f1(x)) from µA
(x,·) by replacing the

measure with
µA

(x,·) − 1
mδ(x,f1(x))

and repeat the procedure as necessary.
As the above arguments already show we will work more and more with

points in X1 and will below use frequently dynamical arguments on X1 with
respect to the factor measure mX1

= (π1)∗µ to derive additional properties
of the functions f1, . . . , fm. To simplify the notation for these arguments we
set
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u =

(
1 1

1

)
and a =

(
λ
λ−1

)
with λ ∈ (0, 1) as before. Since we already know that (u, u) and (a, a) pre-
serve µ (which is determined by mX1

and the functions f1, . . . , fm), we get
the “compatibility properties” for the functions f1, . . . , fm. In fact

{f1 (u.x) , . . . , fm (u.x)} = u.{f1(x), . . . , fm(x)}

a.s. and similarly with u replaced by a. Indeed, by [?, Cor. 5.24] we have

(u, u).({x} × {f1(x), . . . , fm(x)}) = (u, u).SuppµA
(x,·)

= Supp(u, u)∗µ
(u,u)−1A
(x,·)

= SuppµA
(u.x,·),

which in turn may be written as

SuppµA
(u.x,·) = {u.x} × {f1 (u.x) , . . . , fm (u.x)} ,

mX1
-almost everywhere. This is the claimed equivariance property of the

set of functions for u, the case of a is identical. We now suppose that these
equivariance formulas hold for all x ∈ X ′1 and that X ′1 is invariant under
both u and a.

Our main aim is to show that for the element

vt =

(
1
t 1

)
we have the analogous formula

{f1 (vt.x) , . . . , fm (vt.x)} = vt.{f1(x), . . . , fm(x)} , (6.22)

which will show that µ (which is determined by mX1
and f1, . . . , fm) is

also (vt, vt)-invariant.
Now that we have set the stage and know what we are aiming at, it is time

to get to the heart of the matter, namely the following ingenious argument
due to Ratner which we first outline in the case m = 1 as follows.

The proof resembles in some ways a double Hopf argument (see [?,
Sec. 9.5]). Consider the points

(x, f1(x)) and (vt.x, f1 (vt.x)) = (vt.x, g.f1(x))

(with g = vt being our goal). Applying the equivariance property for a to f1

we obtain

f1(a−nvt.x) = a−ngf1(x) = a−ngan.f1(a−n.x)

= f1(vλ2nta
−n.x).

(6.23)
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Using the ergodic theorem for the action of a−1, and the fact that f1 is
nearly continuous by Lusin’s theorem, we see that for many n > 1 the point
in (6.23) and the point f1(a−n.x) are close together since λ2nt→ 0 as n→∞.
Unfortunately this does not imply much about g itself, because we could
certainly have† a−ngan →∞ as n→∞.

Using u` instead of a−n gives a better situation, as follows. If t is very
small, then

u`vtu
−` =

(
1 `

1

)(
1
t 1

)(
1 −`

1

)
=

(
1 + t` −`2t
t 1− t`

)
will still be small for ` smaller than 1/

√
|t|‡. Using once again the ergodic

theorem for u and the fact that f1 is nearly continuous by Lusin’s theorem,
we obtain that for most ` in [0, 1/

√
|t|) we have that

u`.f1(vt.x) =
(
u`gu−`

)
u`.f1(x)

is very close to u`.f1(x). However, this time u`gu−` is a polynomial in `
(rather than an exponential function) which will allow us to derive constraints
on the entries of g. Since ` is constrained to an interval [0, 1/

√
|t|), the con-

straints on the entries of

(vt, g) =

((
1
t 1

)
,

(
a b
c d

))
will take the form of inequalities

|c| � |t|, |d− a| �
√
|t|, |b| � 1.

Since we are aiming to prove that g = vt, this also appears to be a hopeless
venture. In the argument below we will be double-dipping in the following
sense. By using a−n we will be able to make t smaller and smaller indefinitely
(without winning back any information about g). By using u` for longer
and longer intervals as n grows, we will be able to obtain better and better
constraints on the entries of g.

In order for this double-dipping to work, we need to define some sets, for
which we will return to the general case of m > 1. By Lusin’s theorem there
exists a compact set K ⊆ X ′1 with µ(K) > 1− 1

30 such that fi|K is continuous
for i = 1, . . . ,m. We define

† The geodesic flow has many pairs of orbits that are close for a large percentage of time

without being close for a good (meaning algebraic) reason.
‡ It might appear disadvantageous to use u instead of a−1, since a−nvtan actually con-
verges to I as n→∞, whereas the corresponding expression for u is only small for certain
times. The utility of u for the argument will become clear soon.
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Y1 =

{
x ∈ X ′1

∣∣∣∣∣ 1L
L∑
`=1

1K

(
u`.x) > 9

10 for all L > 1

}

and

Y2 =

{
x ∈ X ′1

∣∣∣∣∣ lim
N→∞

1

N

N∑
n=1

1Y1∩K
(
a−n.x) > 1

2

}
.

By the maximal ergodic theorem applied to the action of u we havemX1(Y1) >
2
3 , hence mX1(Y1 ∩K) > 1

2 , and by the pointwise ergodic theorem applied to
the action of a we have mX1

(Y2) = 1. We now derive the promised inequali-
ties.

(1)(2)(3) Lemma 6.24 (Linearization for the correspondence). Depending on K
there exists some δ > 0 such that for all

y = vt.x, x ∈ Y1 ∩K

with t ∈ (−δ, δ) and all i there exists j such that

fi(y) =

(
a b
c d

)
.fj(x)

for some a, b, c, d ∈ R with |c| � |t|, |a− 1|, |d− 1| �
√
|t| and |b| � 1.

In the proof we will use the fact that y = vt.x and x satisfy that u`.x
and u`.y are close together as long as `2t is small. Applying f1, . . . , fm we
have the weaker property that the image points are some fixed percentage
of this time window (if m = 1 this would be 80%) close in X2. Here we will
need the following lemma.

Lemma 6.25 (Linearization for two orbits). Let X = Γ\ SL2(R) be a
quotient by a lattice. For any p ∈ (0, 1) and any compact subset K ⊆ X there
exists some κ ∈ (0, 1] with the following property. Suppose that L > 1, the
points x ∈ K and y ∈ X satisfy

1

L

∣∣{` ∈ {0, . . . , L− 1} | u`.x ∈ K and d(u`.x, u`.y) < κ
}∣∣ > p.

Then y =

(
a b
c d

)
.x with |c| �p

1
L2 , |a− 1| �p

1
L , |d− 1| �p

1
L , and |b| �p 1.

Proof. The main idea of the proof is similar to the proof of the non-
divergence for the horocycle flow in 2 in Section 4.1. We let ρ ∈ (0, 1]) be
chosen so that 2ρ is an injectivity radius on K, and let

S = {` ∈ {0, . . . , L} | u`.x ∈ K and d(u`.y, u`.x) < ρ}.

For ` ∈ S we let g` ∈ SL2(R) be the unique matrix satisfying u`.y = g`u
`.x

and
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d (g`, I) = d
(
u`.y, u`.x) < ρ.

We say that `,m ∈ S are equivalent if the corresponding points u`.y, u`.x
respectively um.y, um.x are close and are so ‘for the same reason’. More
precisely we define `,m ∈ S to be equivalent if

gm = um−`g`u
−(m−`)

and that d(uk−`g`u
−(k−`), I) < ρ for all† k between ` and m.

Suppose for a moment that S consists of one equivalence class. If 0 ∈ S
then we already defined g0. Otherwise we let g0 = u−`g`u

` for some ` ∈ S.
In any case we let

g0 =

(
a b
c d

)
,

so that

u`
(
a b
c d

)
u−` =

(
a+ c` b+ (d− a)`− c`
c d− c`2

)
has distance no more than ρ from I for at least the fraction p of the points
in {0, 1, . . . , L}. For those choices of `, we also have

|b+ (d− a)`− c`2| � ρ

for some absolute implied constant, which depends only on the Riemannian
metric. By Lemma‡ 4.6 this implies that

|b+ (d− a)`+ c`2| �p ρ 6 1

for all ` = 0, . . . , L, potentially with a different implied constant. The esti-
mates in the lemma now follow by using ` = 0 to see that |b| �p 1, ` = L

2
and ` = L to get

|(d− a)L2 + cL
2

4 | �p 1 and |(d− a)L+ cL2| �p 1,

which gives |(d − a)L| �p 1 and |cL2| �p 1. This also implies ad = ad −
bc + O( 1

L2 ) = 1 + O( 1
L2 ). Using the diagonal entry of u`g0u

−` we also see
that |a− 1| �p ρ, |d− 1| �p ρ. If ρ is sufficiently small, then (d+ 1) > 1 and
so (a − 1)(d + 1) = ad − 1 + a − d = O( ρL + 1

L2 ) implies |a − 1| �p
1
L . The

estimate |d− 1| �p
1
L follows in the same way.

To prove that S contains only one equivalence class, we assume the op-
posite, choose κ sufficiently small and will again use Lemma 4.6 to derive a
contradiction. In fact by that lemma we may choose κ < ρ so that

† Note that possibly not all of these integers k belong to S due to the additional require-

ment uk.x ∈ K in the definition of S.
‡ Strictly speaking we use a discrete analogue of the lemma. However, we only need the
quadratic case and the proof easily extends to the discrete case.
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1

T

∣∣∣∣{t ∈ {0, . . . , T − 1} | |f(t)| 6 κ

ρ
‖f‖∞,T }

∣∣∣∣ < p

3

for any quadratic polynomial f where

‖f‖∞,T = sup
06t6T−1

|f(t)|.

Choosing κ possibly even smaller (to accommodate for the Lipschitz constant
of switching between the Riemannian metric and the matrix norm near the
identity) we also obtain

1

T

∣∣{t ∈ {0, . . . , T − 1} | d(uthu−t, I) > κ}
∣∣ < p

3

if h ∈ BρG is such that d(u−1hu, I) > ρ or d(uThu−T , I) > ρ.
For each equivalence class [`] with ` ∈ S as a representative, we define

the protecting intervals P[`] to be the maximal subinterval of {0, . . . , L} on

which d(uk−`g`u
−(k−`), I) 6 ρ for all k ∈ P[`]. By definition [`] ⊆ P[`]. We

may also assume that for each equivalence class [`] and its interval P[`] we

have d(uk−`g`u
−(k−`), I) > ρ for k equal to the left end point minus one or

equal to the right end point plus one. Indeed, for otherwise by maximality
of P[`] those endpoints must be 0 and L−1 which gives that P[`] = {0, . . . , L−
1} and so the lemma by the first part of the proof. Hence by our choice of κ

1

|P[`]|
| {k ∈ P[`] | d(uk−`g`u

−(k−`), I) 6 κ}︸ ︷︷ ︸
[`]

| < p

3
.

We also note that an element ` ∈ [0, L] could belong to two intervals P[`1]

and P[`2] for [`1] 6= [`2], but only to two. In fact suppose `1 < `2 < `3 with

` ∈ P[`1] ∩ P[`2] ∩ P[`3]

and with [`1], [`2], [`3] all different. Since u`2.x ∈ K by definition of S 3 `2,
since P[`1] is maximal interval on which d(um−`1g`1u

−(m−`1), I) < ρ, and
since ρ is smaller than the injectivity radius at K, we see that `1 /∈ P`2 .
Since P[`1] 3 `1 and P[`2] 3 `2 are intervals, we must have `1 < ` < `2. The
same argument leads to `2 < ` < `3, which is a contradiciton. Hence any
integer between 0 and L− 1 belongs to at most 2 protecting intervals.

We finally set

= {` ∈ {0, . . . , L− 1} | d(u`.y, u`.x) < κ and u`.x ∈ K} ⊆⋃
[`]

[`]

and obtain
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|| 6
∑
[`]

|[`]| 6
∑
[`]

p

3
|P[`]| 6

2

3
pL.

However, this contradicts our assumptions. Hence there can only be one
equivalence class and the lemma follows. �

We return to the setting of Theorem 6.20 and apply the lemma above.

Proof of Lemma 6.24. Since K is compact and the functions f1, . . . , fm
restricted to K are continuous, the set

K ′ =

m⋃
i=1

fi(K)

is a compact subset of X2. We set p = 8
10m and apply Lemma 6.25 to

X = X2 = Γ2\SL2(R)

and the compact setK ′. This defines some κ > 0. Since fi(x) 6= fj(x) for i 6= j
and all x in the domain of these functions by construction, we may also
suppose that

d(fi(x), fj(x)) > 2κ

for x ∈ K and i 6= j. Again since fi restricted to K is continuous we see that
there exists a δ > 0 such that

x, y = g.x ∈ K, g ∈ SL2(R) with d(g, I) < δ =⇒ d(fi(y), fi(x)) < κ

for i = 1, . . . ,m.
Suppose now that t ∈ (−δ, δ) and x, vt.x ∈ K ∩ Y1. We can now find an

interval Ix,y of length �δ 1/
√
|t| such that for ` ∈ Ix,y we have

d(u`vtu
−`, I) = d

((
1 + `t `2t
t 1− `t

)
, I

)
< δ,

and (by definition of Y1) for 8
10 of all ` ∈ Ix,y we have u`.x, u`.y ∈ K and so

d
(
fi
(
u`.y) , fi (u`.x)) < κ

for i = 1, . . . ,m. By the properties of {fi | i = 1, . . . ,m} and our choice of κ
this also shows that for 8

10 of all ` ∈ Ix,y we have that for all i there exists
some j = j(i, `) ∈ {1, . . . ,m} with

d
(
u`.fi(y), u`.fj(x)

)
< κ. (6.24)

Thus for every i there exists a j = j(i) and a fraction of the interval Ix,y
exceeding 8

10m in proportion such that (6.24) holds (with j independent of s).
Applying Lemma 6.25 we obtain that
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224 6 Ratner’s Theorems in Unipotent Dynamics

fi(y) =

(
a b
c d

)
.fj(x)

with |c| � |t|, |a− 1| �
√
|t|, |d− 1| �

√
|t| and |b| � 1. �

We continue with the proof of Theorem 6.20. Let t ∈ R and

y = vt.x =

(
1
t 1

)
.x, x ∈ Y2.

Then for more than 1
2 of all n > 1 we have an.x ∈ Y1, and similarly for y.

Therefore, there are infinitely many n > 1 for which both xn = a−n.x ∈ Y1

and yn = a−n.y ∈ Y1. Choose one such n and notice that

yn =

(
1

λ2nt 1

)
.xn,

so that these points are, for large n > 1, extremely close. We now apply
Lemma 6.25 to yn and xn. It follows that for every i there exists some j such
that †

fi(yn) = gn.fj(xn) =

(
an bn
cn dn

)
.fi(xn)

with |cn| � λ2n|t|, |an−1| � λn
√
|t|, |dn−1| � λn

√
|t| and |bn| � 1. Going

back to x and y by applying the matrix an we see that for every i there exists
some j with

fi(y) = angna
−n.fj(x) = an

(
an bn
cn dn

)
a−n.fj(x) =

(
an λ2nbn

λ−2ncn dn

)
.fj(x)

where |λ−2ncn| � t, |an − 1| � λn
√
|t|, |dn − 1| � λn

√
|t|, and |λ2nbn| �

λ2n. Here it is crucial that the entries of the matrix angna
−n are uniformly

bounded. Hence we may choose a subsequence such that angna
−n converges

and j = j(n) is constant along this subsequence. Hence we have shown that
for every i and every pair y = vt.x, x ∈ Y2 there exists some j = j(x, t, i) and
some c = c(x, t, i) ∈ R with

fi(vt.x) = vc.fj(x).

If c = t almost surely and for all i we have obtained our objective (see below).
So suppose c 6= t for some choice of i and on a set of positive measure. In this
case we are essentially in the same situation as in Case B on page 212 and
we can conclude the argument as before. We note that the leafwise measures
in Case B are just used to produce the situation that we already have: on
every set of full measure we find points

† As was mentioned before we do not know at this stage any relationship between these
displacement gn for different n’s.
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6.7 Joinings of the Horocycle Flow 225

(x, x′) = (x, fj(x)), (y, y′) = (vt.x, fi(vt.x)) = (vt, vc).(x, x′)
with t 6= c. Applying this to the set in (6.21) and continuing the argu-
ment as just after the proof of Lemma 6.23 we conclude that µ is the trivial
joining (which actually contradicts our description of the conditional mea-
sures µA

(x,·)).
Since we now may assume c = t for a.e. x ∈ Y1 and since both

sets {f1(vt.x), . . . , fm(vt.x)} and {vt.f1(x), . . . , vt.fm(x)} contain m elements
it follows that (6.22) holds almost surely. Let us now show that this implies
that µ is preserved by (vt, vt) for any t ∈ R. So let f ∈ Cc(X1 ×X2). Then∫

X1×X2

f((vt, vt).(x, x′)) dµ =∫
X1

∫
{x}×X2

f((vt, vt).(x, x′)) dµ(x,·)(x, x
′) dmX1(x) =∫

X1

1

m

m∑
i=1

f((vt, vt).(x, fi(x))) dmX1
(x) =

∫
X1

1

m

m∑
i=1

f(vt.x, fi(vt.x)) dmX1(x) =

∫
X1

1

m

m∑
i=1

f(x, fi(x)) dmX1(x) =

∫
X1×X2

f dµ,

where we used in order the definition of the conditional measures, our de-
scription of them, (6.22) for mX1

-a.e. x, and the fact that vt preserves mX1
.

Now note that U as in Theorem 6.20 together with {(vt, vt) : t ∈ R}
generate the diagonal embedded copy H of SL2(R). As H contains U , H acts
ergodically with respect to µ. Hence Theorem 6.17 applies and shows that µ
is algebraic. �

Exercises for Section 6.7

Exercise 6.7.1. Show the classification of the invariant measures for the one-parameter

subgroup as in Exercise 6.6.1(2) without referring to entropy theory.

Exercise 6.7.2. Consider all cases of unipotent one-parameter flows and horospherical
subgroups on a quotient Γ\SL2(R)× SL2(R) by any discrete subgroup Γ (using entropy

theory).

Exercise 6.7.3. Consider all cases of unipotent one-parameter flows and horospherical
subgroups on a quotient Γ\SL2(C) by any discrete subgroup Γ (using entropy theory).
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226 NOTES TO CHAPTER 6

6.8 Invariant Measures on Finite Volume Quotients
of SL3(R)

In this section we let G = SL3(R), assume that Γ < G is any discrete
subgroup, and set X = Γ\G.

There are two different† choices of one-parameter unipotent subgroups,
defined by the two possibilities below:

• us =

1 0 s
1 0

1

, or

• us =

1 s s2

2
1 s

1

.

In either case we have the following theorem.

Theorem 6.26. Let X = Γ\ SL3(R), and let U be either of the one-
parameter subgroups as above. Then an U -invariant and ergodic probability
measure µ on X is always algebraic‡.

This should be the
last proof of a spe-
cial case. It should
use the language of
quasi-regular maps!

Exercises for Section 6.8

Exercise 6.8.1. Find the complete list of all possible connected algebraic subgroups L 6
SL3(R) that may give rise to some U -invariant and ergodic Haar measure µ = mL.x for
some X = Γ\ SL3(R). To rule out the possibility that L ' GL2(R), you may assume

that Γ = G(Z) for some algebraic group G defined over Q with G(R) = SL3(R).

Notes to Chapter 6

(24)(Page 176) This appeared in print in the work of Dani [?, Conjecture II].
(25)(Page 180) This is an instance of a more general result due to Weyl [?] giving equidis-

tribution modulo one for the values on the natural numbers of any polynomial with an
irrational coefficient. Furstenberg [?] showed that this followed from a general result ex-

tending unique ergodicity from irrational circle rotations to certain maps on tori. We refer
to [?, Sec. 4.4.3] for a detailed discussion.What else should we

do here? Lineariza-
tion? Orbit Closure?

† The reader may check that these are all, up to conjugation.
‡ The proof will essentially give all the possible subgroups L 6 SL3(R) that may give rise
to the Haar measure. However, this list is starting to become longer so we refrain from

giving it here. Furthermore, to know precisely which of these possible subgroups can arise
arithmetic properties of the lattice become important. In particular, it seems that one of

the possible subgroups can only be ruled out by using the Margulis arithmeticity theorem.
See also Exercise 6.8.1.
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Chapter 7

More on Algebraic Groups

†In this chapter we describe some of the finer properties of algebraic groups,
and how these fit into the study of the space d = SLd(Z)\ SLd(R). Some of
the deeper facts we cannot prove here (but will again describe these in the
context of dynamics on X = Γ\G).

7.1 Three (instead of Two) Fundamentally Different
Classes of Algebraic Groups

There are two fundamental classes of Lie groups, solvable Lie groups and
semi-simple Lie groups. The Levi decomposition for Lie groups shows how
a Lie group can be decomposed into a normal solvable Lie subgroup and a
semi-simple Lie subgroup.

For algebraic subgroups this story can be repeated in the following way.
We will assume that char(K) = 0. Every Zariski connected linear algebraic
group G has a maximal normal solvable Zariski connected algebraic sub-
group (G), generated by all the Zariski connected normal solvable algebraic
subgroups, called the solvable radical of G. If G is defined over K, then (G)
is also defined over K since (G) is unique and all Galois automorphisms must
fix it (see Lemma 3.20).

Then there also exists a semi-simple algebraic subgroup L < G (see below
for the formal definition) with a Levi decomposition of algebraic groups

G = L · (G)

and with L ∩ (G) finite. If G is defined over K, then L can be chosen to
also be defined over K. Indeed by Varadarajan [?, Th. 3.14.1] there exists a
semi-simple Lie subalgebra l of the Lie algebra g of G which is defined over K

† This chapter can be skipped at first by the less algebraically inclined reader, who may
return to it later as needed.
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228 7 More on Algebraic Groups

and gives a transverse of the Lie algebra of the radical (G). Then l is the
Lie algebra of an algebraic subgroup L defined over K, see Section 7.8 for a
discussion of this last step.

However, in the context of algebraic groups more can be said. Within
the solvable radical (G) there exists a maximal normal unipotent algebraic
subgroup u(G), called the unipotent radical of G. If G is defined over K and K
has characteristic zero, then as before u(G) is also defined over K.

Moreover, the Levi decomposition can be refined even further. There exists
an algebraic torus T < (G) (see below) such that (G) = T ·u (G) so that

G = L · T ·u (G).

If G is defined over K, then T can be chosen to be defined over K as well,
see [?, Th. 10.6(4), Th. 18.2(i)].

Thus there are three different types of algebraic groups, and any algebraic
groups can be built from these.

• An algebraic group is semi-simple if it is Zariski connected and its Lie
algebra is semi-simple.

• An algebraic group is an algebraic torus if it is Zariski connected and
(as a subgroup of SLd) it can be simultaneously diagonalized over K, or
equivalently if it is conjugate over K to a subgroup of the full diagonal
subgroup in some SLd.

• An algebraic group is unipotent if it can be conjugated to a subgroup of
the unipotent upper triangular subgroup

Umax =




1 ∗ . . . ∗
1 . . . ∗

. . .

1


 ⊆ SLd .

We list some (unstructured) observations that may help the reader navi-
gate some of these definitions if they are unfamiliar.

• Algebraically, torus groups and semi-simple algebraic groups share an im-
portant feature: all their algebraic representations are semi-simple, mean-
ing that they can be decomposed into direct sums of irreducible representa-
tions. For torus subgroups this is simply the statement that one can simul-
taneously diagonalize the (commuting) diagonalizable elements obtained
from the representation (see Proposition 3.28). For semi-simple algebraic
groups this is a consequence of the representation theory of semi-simple
Lie algebras.

• A reductive algebraic group is an almost direct product of a semi-simple
algebraic group and an algebraic torus (classified by u(G) being trivial).
The algebraic representations of a reductive group are also semi-simple.
Furthermore, the Levi decomposition for a reductive group is an almost
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7.2 (K-)Characters 229

direct product (the radical equals the connnected component of the center
of G).

• From an abstract ergodic theoretic point of view, algebraic torus sub-
groups, unipotent algebraic groups, and their combinations in the form of
solvable algebraic groups, give rise to amenable† groups of R-points (or C-
points or Qp-points as appropriate). Thus the study of their actions fits
nicely into the classical setting of ergodic theory, with for example the
ergodic theorems for amenable group actions.

• In the context of this book are the actions of the R-points H(R) of a
subgroup H < G on a homogeneous space Γ\G(R) important. From this
point of view the class of unipotent algebraic subgroups H < G and the
class of semi-simple subgroups H < G also have similar behavior. For these
subgroups and their combinations (classified by (H) =u (H)), orbit closures
and invariant measures can be completely classified (see Chapters 5 and 6).

An important example of a reductive algebraic group is GLd. It also fits
into our definition of algebraic subgroups being subgroups of SLD where D
is d+ 1, since

GLd ∼=
{(

g
(det g)−1

)
∈ SLd+1

}
.

Notice that GLd = SLd ·T, where T < GLd is the subgroup which gets
mapped under the above isomorphism to

T ∼=
{(

aId
a−d

)
| a ∈ Gm

}
,

and that this is an almost direct product since (SLd ∩T) (K) has no more
than d elements (and has precisely d elements if K has characteristic zero).
For d = 1 we only get another notation for Gm ∼= GL1.

7.2 (K-)Characters

Definition 7.1. Let G be an algebraic group defined over K. A (K-)character
of G is a one-dimensional representation φ (defined over K); that is, a group
homomorphism φ : G→ Gm (defined over K).

Why should we be interested in these polynomial maps? Following the
developments above, an answer is easy to find. In Proposition 3.8 we have
seen that the stabilizer subgroup of a Q-vector in a Q-representation of SLd
gives rise to a closed orbit. In Chevalley’s theorem (Theorem 3.26) we saw
that any Q-group is the stabilizer subgroup of a line spanned by a Q-vector

† Semi-simple algebraic groups for which G(R) is compact also have the property that G(R)

is amenable, but their actions are usually not so interesting.
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230 7 More on Algebraic Groups

in a Q-representation. This implies the following corollary (which will be
strengthened in Section 7.4).

Corollary 7.2. If an algebraic subgroup H 6 SLd is defined over Q and has
no non-trivial Q-characters, then

SLd(Z)H(R) ⊆ SLd(Z)\SLd(R)

is closed.

Proof. Let H = {g ∈ SLd | ρ(g)v ∼ v} be as in Theorem 3.26. Suppose vi 6=
0 for i ∈ {1, . . . , D}. Then

φ : H −→ Gm
g 7−→ (ρ(g)v)i

vi

is a Q-character. If H has no non-trivial Q-characters, then φ(H) = 1 and so

H = {g ∈ SLd | ρ(g)v = v}.

The corollary follows by Proposition 3.8. �

In the reverse direction we have the following corollary of the Borel density
theorem (Theorem 3.30).

Corollary 7.3. Suppose that H 6 SLd is a Zariski connected algebraic sub-
group defined over Q and that

H(Z) = H(R) ∩ SLd(Z)

is a lattice in H(R). Then H has no non-trivial Q-characters.

Proof. Suppose that φ : H→ Gm is a Q-character. Then† φ (H(Z)) ⊆ Q× is
a subgroup. Furthermore, the denominators of the elements in φ (H(Z)) are
uniformly bounded (since they can only arise from the finitely many coeffi-
cients of the polynomial map φ). However, the only two subgroups of Q× with
bounded denominators are the trivial subgroup {1} and the subgroup {±1}
with two elements. In either case we have φ(γ)2 = 1 for all γ ∈ H(Z). As this is
a polynomial relation, the same property holds for all elements of the Zariski
closure L ⊆ H of H(Z). By the Borel density theorem (Theorem 3.30), L
contains the unipotent radical u(H) of H. Let T 6 (H) be a torus defined
over Q such that u(H) · T = (H). Let t be an element of T(R) with decom-
position t = tpostcomp according to Proposition 3.28. By Theorem 3.30 we

† Here we use the assumption that φ is defined over Q (that is, has coefficients in Q) to
obtain φ(H(Z)) ⊆ Q and that it is a character to see that φ(H(Z)) is a multiplicative
subgroup.
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7.3 Restriction of Scalars 231

again have tpos ∈ L and so φ(tpos)
2 = 1. Furthermore, tcomp ∈ H(R) has the

property that
{tncomp | n ∈ Z} ⊆ H(R)

is compact. Hence
{φ(tcomp)n | n ∈ Z} ⊆ R×

is compact, which implies that φ(tcomp)2 = 1 once again. Putting these to-
gether (see Section 7.1), we see that φ(g)2 = 1 for all g ∈ (H).

Since φ(g) = 1 for all g in the semi-simple group L < H (provided by
the Levi decomposition in Section 7.1), we see that φ(g)2 = 1 for all g ∈ H.
Since H is Zariski connected (and hence has Zariski connected image under φ)
we have φ(H) = 1, and so φ is the trivial character. �

7.3 Restriction of Scalars

Restriction of scalars is a powerful construction that may be used to obtain
many different examples of algebraic groups. Let K′|K be a finite field exten-
sion, so that we may identify K′ (as a ring) with a subalgebra of Matd(K) (see
also Section 3.3). Given this identification, the idea is simple. We can identify
elements in MatD(K′) with block matrices in MatdD(K); more precisely, let

φ : K′ −→ Matd(K)

be the map identifying elements in K′ with matrices over K (with respect to
a fixed basis of the vector space K′ over K). Then we may extend φ to a map

Φ : MatD(K′) −→ MatdD(K)a11 · · · a1n

...
...

aD1 · · · aDD

 7−→
φ(a11) · · · φ(a1n)

...
...

φ(aD1) · · · φ(aDD)

 .

Notice that the images of φ and of Φ are defined by linear equations over K,
and even their K-points form an algebra. Now suppose that we are given
an algebraic subgroup H < SLD defined over K. Then we can define a new
algebraic subgroup

K′|K(H) ⊆ SLdD

by demanding that the following relations hold:

• if g ∈K′|K (H) then
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232 7 More on Algebraic Groups

g =

g11 · · · g1D

...
...

gD1 · · · gDD

 ∈ 〈ImΦ〉K,

where each gij ∈ Matd(K) belongs to the K-linear hull of the image of φ;
• for any polynomial p ∈J (H) we have

p

g11 · · · g1D

...
...

gD1 · · · gDD

 = 0 ∈ Imφ,

where the polynomial p(x11, . . . , x1D, . . . , xD1, . . . , xDD) is applied to the
matrices gij ∈ Imφ.

We will only be interested in the case (K) = 0 (and even in this setting
we will mainly be interested in K = Q and K = R). In this case Imφ can
be simultaneously diagonalized, and so over K (or over any other field that
contains all Galois images of K′) all of this becomes the statement(

K′|K(H)
) (
K
) ∼= (H(K)

)d
, (7.1)

and so K′|K(H) is an algebraic group. To see this, simply simultaneously di-
agonalize all blocks belonging to 〈Im(φ)〉K by conjugation with the block
matrix h . . .

h

 ,

where h is such that it diagonalizes Im(φ). After this conjugation the elements
of K′|K(H) are diagonal in each block and we can permute rows and columns

so that we obtain a subgroup of (SLD)d (embedded as block matrices along
the diagonal into SLdD). By the last requirement we see in each block an
independent copy of H.

This construction of groups is interesting because the isomorphism in (7.1)
does not usually hold on the level of K-points, so that we obtain often new
algebraic groups defined over K.

Example 7.4. To help digest restriction of scalars in a more concrete situation,
we discuss C|R(Gm), where Gm can be realized as the algebraic subgroup{(

α
α−1

)
| α ∈ Gm

}
⊆ SL2

and C can be realized as the ring of matrices
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7.3 Restriction of Scalars 233{(
a −b
b a

)
| a, b ∈ R

}
.

Hence (following the recipe above for defining C|R(Gm)) we have

(
C|R(Gm)

)
(R) =



(
a −b
b a

)
1

a2 + b2

(
a b
−b a

)
 | a, b ∈ R


∼= C× ∼= R×>0 × S1.

The isomorphism in Example 7.4 is not accidental. From the definitions it
follows that† (

K′|K(H)
)

(K) ∼= H(K′)

for any algebraic group H defined over K, for any finite field extension K′|K.
We will see other examples of this construction below.

7.3.1 Unipotent Algebraic Groups

The most familiar non-trivial unipotent algebraic group is

Ga ∼= U =

{(
1 ∗

1

)}
.

If we apply restriction of scalars for K′|K of degree d to U then we obtain

K′|K(Ga) ∼=K′|K (U) =

{(
Id g
Id

)
| g ∈ Imφ

}
.

However, since the algebraic group{(
Id g
Id

)
| g ∈ Matd

}
∼= Gd

2

a

is simply isomorphic to a d2-dimensional vector space, and since Imφ in that
space is a d-dimensional subspace we see that

K′|K(Ga) ∼= Gda,

and that the isomorphism takes place over K not just over K.

† The reader may now wonder what all this is good for, if it just gives back the group
that we started with. However, as we will see this construction can be quite powerful, for

example for the purpose of constructing lattices.
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234 7 More on Algebraic Groups

Apart from G2
a (which is not significantly different from Ga), the next

natural unipotent algebraic group is the Heisenberg

H =


1 x z

1 y
1

 ⊆ SL3 .

Let us again apply K′|K to H, where for concreteness we will consider the
quadratic field extension

K′ = Q(
√
d) ∼=

{(
a1 da2

a2 a1

)}
: K = Q

for a non-square d. Then

Q(
√
d)|Q(H) =




I2

(
x1 dx2

x2 x1

) (
z1 dz2

z2 z1

)
I2

(
y1 dy2

y2 y1

)
I2




.

Over C (or even over R in the case d > 0) we have

Q(
√
d)|Q(H) ∼= H×H. (7.2)

However, we claim that the isomorphism in (7.2) does not take place over Q.
That is, it is not possible to choose the isomorphism in such a way that the
coefficients of the polynomials appearing in it all lie in Q. To see this, notice
the following properties.

• There is an element of (H×H) (Q) whose centralizer in H × H is 5-
dimensional. Indeed, 1 1 0

1
1

× I ∈ (H×H) (Q)

has the centralizer 
1 x y

1
1

×H.
• All elements of

(
Q(
√
d)|Q(H)

)
(Q) are either in the center or have a 4-

dimensional centralizer. Indeed, if we let
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h =


I2

(
x1 dx2

x2 x1

) (
z1 dz2

z2 z1

)
I2

(
y1 dy2

y2 y1

)
I2

 ∈
(
Q(
√
d)|Q(H)

)
(Q)

and assume that h is not in the center, then (x1, x2, y1, y2) 6= 0. Using the
isomorphism in (7.2), the element h corresponds to

h ∼=

1 x1 + x2

√
d z1 + z2

√
d

1 y1 + y2

√
d

1


︸ ︷︷ ︸

h+

×

1 x1 − x2

√
d z1 − z2

√
d

1 y1 − y2

√
d

1


︸ ︷︷ ︸

h−

.

Since neither h+ nor h− belongs to the center of H, it follows that the cen-
tralizer of h is (as the direct product of the centralizers of h+ resp. h−) 4-
dimensional.

Thus (
Q(
√
d)|Q(H)

)
(Q),

is not isomorphic to

(H×H)(Q) = H(Q)×H(Q).

Hence Q(
√
d)|Q(H) and H×H are two different algebraic groups over Q, even

though they are the same over C. Such statements are of interest for us
because this also shows, say for d > 0, that the image of Q(

√
d)|Q(H)(Z)

and H(Z)×H(Z) are two different discrete subgroups of H(R)×H(R). They
are in fact different lattices (as the reader may check).

7.3.2 Torus Groups

We have already discussed — albeit implicitly — in some detail the algebraic
torus

K|Q(Gm)

obtained from the multiplicative group Gm and a finite field extension K|Q.
The reader should go back to Section 3.3 and compare the construction there
to the construction of K|Q(Gm). Here we add a few more important definitions.

An algebraic torus T over a field K is called split over K if T ∼= Gdm and
this isomorphism is defined over K. An algebraic torus T over a field K is
called anisotropic over K if T has no K-characters.
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236 7 More on Algebraic Groups

The example K|Q(Gm) above is neither split (unless K = Q) nor is it
anisotropic. The determinant function (which gives rise to the norm K|Q) is
a Q-character on K|Q(Gm). However, its kernel

T = ker(det) 6K|Q (Gm)

is anisotropic over Q by Proposition 3.11 and Corollary 7.3.
We can also strengthen Corollary 7.2 for torus subgroups to get the fol-

lowing result of Ono [?] (which will give the remaining third of the proof of
the Borel Harish-Chandra theorem in Section 7.4).

Corollary 7.5. Let T 6 SLd be a torus defined over Q and anisotropic
over Q. Then T(Z) is a uniform lattice in T(R), or equivalently the orbit

SLd(Z)T(R) ⊆ SLd(Z)\SLd(R)

is compact.

Proof. Let us start with the case where T 6 SLd is Q-irreducible, meaning
that there is no proper Q-subspace of Qd that is invariant under T. Notice
that in this case the Q-span of T(Q),

K = Q[T(Q)] =

{∑
i

aiti | ai ∈ Q, ti ∈ T(Q)

}
⊆ Matd(Q)

is a field, which should enable us to use Section 3.3. For if K is not a field, then
there exists some b ∈ K that is a zero divisor, and in that case ker(b) ⊆ Qd
is a proper Q-subspace that is invariant under T (since T is commutative).
Unfortunately, we do not know at this point whether T(Q) is Zariski dense
in T and so we do not know whether K is big enough (a priori it might be Q)
for our purposes (so that T(Q) ⊆ K ⊗Q Q). For this reason, we will give a
more complicated definition of K. Let

M = M(Q) = Q[T(Q)] =

{∑
i

aiti | ai ∈ Q, ti ∈ T(Q)

}
⊆ Matd(Q)

be the subspace spanned by T(Q) over Q. Since T(Q) can be simultaneously
diagonalized, we see that M has dimension at most d. Also note that M is
closed under all Galois automorphisms of Q|Q (since T is defined over Q).
Therefore, M is defined by rational equations (see the argument in the proof
of Lemma 3.20) and

K = M ∩Matd(Q)

is a 6 d-dimensional sub-algebra. In fact it is a field by the argument out-
lined above: If b ∈ K is a zero-divisor, then ker b is a proper K- (and
hence M -, and hence also T-invariant) rational subspace. It also follows
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that K is d-dimensional, for otherwise (1, 0, . . . , 0)K ⊆ Qd would again be a
proper K-invariant rational subspace. By applying† Proposition 3.11 it fol-
lows that TK = SLd ∩M gives rise to the compact orbit

SLd(Z)TK(R) ⊆ SLd(Z)\SLd(R).

Since T ⊆ TK , it now follows that

SLd(Z)T(R) ⊆ SLd(Z)TK(R)

is a closed subset (by Corollary 7.2) of a compact set. This concludes the case
of an irreducible torus subgroup T ⊆ SLd defined over Q.

In the general case, we can apply the same argument together with the
assumption that T has no Q-characters as follows. Since T is a torus, its
natural representation on the d-dimensional space is semi-simple. More con-
cretely, if the action of T is not irreducible over Q then we can find a
smallest T-invariant non-trivial Q-space on which the representation is ir-
reducible over Q, and a T-invariant complement. Repeating this we see that
we can conjugate T by some rational g ∈ GLn(Q) so that T′ = gTg−1 is
of block form with blocks of size d1, . . . , dn with

∑n
j=1 dj = d. We may as-

sume that g ∈ SLd(Q) by multiplying g on the left with an appropriate block
matrix. Since T (and hence T′) has no non-trivial Q-characters, it follows
that

T′ ⊆ SLd1 × · · · × SLdn .

By the same argument as in the irreducible case within each block, there is
a torus TKj ⊆ SLdj for which

SLdj (Z)TKj (R)

is compact, and such that

T′ < TK1
× · · · × TKn .

Once more, this implies that

SLd(Z)T′(R) ⊆ SLd(Z)\SLd(R) (7.3)

is compact.
It remains to dispose of the rational matrix g with T′ = gTg−1. Multiply-

ing (7.3) on the right by g we first find that

SLd(Z)gT(R) ⊆ SLd(Z)\SLd(R)

† More precisely, by applying the method of the proof of Proposition 3.11: identify K

with Qd using the map K 3 b 7→ (1, 0, . . . , 0)b, transport the determinant function to a
polynomial function on Qd, and apply Mahler’s compactness criterion (Theorem 1.17) and

Proposition 3.8.
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238 7 More on Algebraic Groups

is compact, and so the lattices Zdgt for t ∈ T(R) are uniformly discrete.
Since g lies in SLd(Q) there exists some N ∈ N such that Zd ⊆ 1

NZ
dg, so

that the lattices
Zdt 6 1

NZ
dgt

for t ∈ T(R) are also uniformly discrete. By Mahler’s compactness criterion
(Theorem 1.17) and Corollary 7.2, the theorem follows. �

7.3.3 An example for semi-simple groups

We also have seen the lattice resulting from restriction of scalars applied to a
simple group before. In fact the irreducible lattice appearing in Exercise 3.6.1
is of that form. More generally, we have the following.

Example 7.6. Let K|Q be a number field, and define G =K|Q (SLd). Then

G(R) ∼= SLd(R)× · · · × SLd(R)︸ ︷︷ ︸
r

× SLd(C)× · · · × SLd(C)︸ ︷︷ ︸
s

,

where K has r real embeddings and s pairs of complex embeddings. More-
over, G(Q) = SLd(K) which is diagonally embedded into G(R) using the r+s
different Galois embeddings into R resp. C. Finally G(Z) gives rise to a dis-
crete subgroup — a lattice by Section 7.4 — in this product of (r+ s) simple
groups, which intersects each factor trivially. We note that G(Z) can be iden-
tified with SLd(O) for an order O ⊆ K.

7.4 The Borel Harish-Chandra theorem

We are now able to formulate and prove the following characterization of a
finite volume quotient for a Q-group.

Theorem 7.7 (General Borel Harish-Chandra theorem). Let G be a
connected algebraic group defined over Q. Then G(Z) is a lattice in G(R) if
and only if G admits no non-trivial Q-characters.

Proof. If G(Z) is a lattice then we have already seen in Corollary 7.3 that G
has no non-trivial Q-characters.

Suppose now that G has no non-trivial Q-characters, and let G = GssTUNeeds checking
be a Levi decomposition† over Q. By Theorem 3.9, U(Z) is a uniform lattice
in U(R).

† Thus in particular Gss and T commute and U ∩ (GssT) = {I}.
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7.4 The Borel Harish-Chandra theorem 239

We claim that the Q-torus T has no non-trivial Q-characters. To see this,
suppose that χ : T → Gm is a Q-character. Since the unipotent radical U
is a normal subgroup and any connected algebraic group must act trivially
on a torus (if the torus is normalized) there is a map G → G/U ∼= GssT.
Since Gss ∩ T is finite, there exists some n for which

(gsstu) 7−→ (gsst) 7−→ tn 7−→ χ(tn) ∈ Gm

is well-defined. This defines a Q-character on G. If χ is non-trivial then this
induced character on G would also be non-trivial. Therefore T has no non-
trivial Q-characters. By Corollary 7.5 we deduce that T(Z) < T(R) is a
uniform lattice.

Finally, we know by Corollary 7.2 that Gss(R) has a closed orbit through
the identity coset in d. By Theorem 4.11 this shows that Gss(Z) is a lattice
in Gss(R).

The theorem then follows by applying Lemma 7.8 twice. �

Lemma 7.8. Let G be a σ-compact locally compact unimodular group, equipped
with a left-invariant metric. Suppose that L C G = LM for some closed
subgroups L and M with |L ∩ M | < ∞. Suppose also that a discrete sub-
group Γ < G has the property that L ∩ Γ is a lattice in L and M ∩ Γ is a
lattice in M . Then Γ is a lattice in G.

Proof. By Lemma 1.22 we know that mG is, up to a scalar multiple, the
push-forward of mL ×mM on L×M . Let FL ⊆ L be a fundamental domain
for Γ ∩ L in L, and let FM ⊆M be a fundamental domain for Γ ∩M in M .
We claim that F = FLFM is a surjective set for Γ . By the assumption and
the description of mG above, this then implies the lemma. So let g = `m ∈ G
with ` ∈ L and m ∈M . Then there exists some γM ∈ Γ ∩M such that

γMg = `′(γMm) ∈ LFM .

Furthermore, there exists some γL ∈ Γ ∩ L with

γLγMg = (γLγ
′)(γMm) ∈ FLFM

as required. �

Corollary 7.9 (Characterization of compactness). Let G be a con-
nected algebraic group defined over Q such that G admits no non-trivial Q-
characters. Then G(Z) is a uniform lattice in G(R) if and only if the semisim-
ple part Gss in the Levi decomposition over Q satisfies that Gss(Z) contains
no unipotent elements.

Proof. � to come
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7.5 Orthogonal groups as algebraic groups

still need to stream-
line this section We will show in Section 7.4 that G(Z) is a lattice in G(R) if G is a semi-

simple algebraic group defined over Q. We will also see precisely when such
a lattice is uniform. This result will subsume the case G = SLd considered in
Theorem 1.18 and the case G = SO(Q) for an integer quadratic form in d > 3
variables considered in Proposition 3.2. To motivate this and the discussion
in Section 3.6 we start with a few more examples of semi-simple algebraic
groups defined over Q.

Lemma 7.10 (Orthogonal groups over C). For d > 2 the group SO(d)

is Zariski connected and d(d−1)
2 -dimensional. If d = 2, then it is a torus.

If d = 3 or d > 5 then it is simple, and if d = 4 then it is semi-simple
(and SO(4) is locally isomorphic to SO(3)× SO(3)).

Outline proof. Clearly

SO(d) =
{
g ∈ SLd | ggt = I

}
has the Lie algebra

so(d) =
{
v ∈ Matd | v + vt = 0

}
.

In other words, a matrix v lies in so(d) if and only if the diagonal entries of v
are zero, and the entries in the lower half of v are determined by those in the

upper half via the relation v = −vt. Thus so(d) has dimension d(d−1)
2 . Now

consider
V =

{
a ∈ Cd | a2

1 + · · ·+ a2
d = 1

}
,

which is an irreducible hypersurface in the d-dimensional space†, and let ed
be the last basis vector in V . We claim that

V = ed SO(d)

as subsets of Cd. This claim follows from another lemma in algebraic geometry
as follows. By Shafarevich [?, Ch. I, Sec. 5, Th. 6] the set {edg | g ∈ SO(d)}Maybe this lemma

should be included? contains a Zariski open subset of its Zariski closure W ⊆ V . From the image

{edgv | v ∈ so(d)}

of the Lie algebra it follows that the tangent plane of W at edg must con-
tain (edg)

⊥
. This implies that W = V . Applying the same argument at

another point a ∈ V shows that both {edg | g ∈ SO(d)} and {ag | g ∈ SO(d)}
contain a Zariski open subset and so must intersect. As both are orbits of a
group action, they therefore coincide and hence V = ed SO(d).

† To see this, notice that if x21 + · · ·+ x2d − 1 factorizes, then it would have to factor into

two linear polynomials, and this may easily be shown to be impossible.
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If SO(d) were not Zariski connected, then the argument above would also
apply to its connected component of the identity L = SO(d)o. Hence for
any g ∈ SO(d)rL we would find some h ∈ L with edh = edg and hence
with g1 = gh−1 ∈ SO(d− 1)rL . Clearly

SO(2) ∼= SO(1, 1) ∼= SO(x1x2)

is a connected torus subgroup. Hence we may assume that SO(d − 1) is
Zariski connected. However, this is a contradiction since SO(d−1) intersects L
and g1L non-trivially.

The last claim of the lemma follows from the classification of Lie algebras,
for which we refer to Knapp [?] (see also Exercise7.5.1). �

Lemma 7.11 (R-points of orthogonal groups). Fix d = p+ q > 2. Then

SO(p, q)(R)o 6 SO(p, q)(R)

has index one if d = p, q = 0 and has index two if 1 6 q 6 p 6 d.

Outline proof. For d = 2 there are only two cases to consider:

• SO(2)(R)o = SO(2)(R), and
• [SO(1, 1)(R) : SO(1, 1)(R)o] = [R× : R×>0] = 2.

For d = 3 we have:

• SO(3)(R), which is again connected, and
• SO(2, 1)(R), which contains the subgroup SO(2, 1)(R)o of index two.

To see the second claim, consider the connected one-sheeted hyperboloid

V = {a ∈ R3 | a2
1 + aa2 − a2

3 = 1}.

By a dimension-counting argument we can again show that

V = {e1g | g ∈ SO(2, 1)(R)o},

so that for any g ∈ SO(2, 1)(R) we can find h ∈ SO(2, 1)(R)o with e1g = e1h,
and so e1(gh−1) = e1. The latter we can interpret as the statement

gh−1 ∈ SO(1, 1)(R)

(where SO(1, 1) is embedded into SO(2, 1) in the lower right corner). As we
already know that case, we can extend the claim to SO(2, 1)(R) also.

In general, we have to know when the set

V = {a ∈ Rd | a2
1 + · · ·+ a2

p − a2
p+1 − · · · − a2

d = 1}

is connected. If p > 1 it is, but if p = 1 it has two connected components
since no element of V can have a1 = 0. �
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Example 7.12. Let d ∈ N be a non-square, and define the quadratic form

Q(x, y, z) = x2 + y2 +
√
dz2.

This makes SO(Q) into an algebraic group defined over Q(
√
d), and hence

G =Q(
√
d)|Q (SO(Q))

is an algebraic group defined over Q. Since d is positive, the field Q(
√
d) has

two real embeddings (that is, the field splits over R) and hence Imφ (in the
notation of Section 7.3) can be diagonalized over R. It follows that

G(R) ∼= SO(x2 + y2 +
√
dz2)(R)× SO(x2 + y2 −

√
dz2)(R)

∼= SO(3)(R)× SO(2, 1)(R).

Hence G(Z) is a discrete subgroup (in fact a lattice by Section 7.4) of a
product of a compact and a non-compact semi-simple group, that intersects
each factor trivially.

Of course other quadratic forms and other fields give rise to similar exam-
ples, with various numbers of factors and signatures.

Exercises for Section 7.5

Exercise 7.5.1. Let S3 ⊆ H = R[i, j, k] be the unit sphere in the Hamiltonian quater-

nions H. Show that φ(z) : t 7→ ztz−1 for t ∈ Ri + Rj + Rk defines an algebraic group
homomorphism from an algebraic group whose group of R-points equals S3 (equipped

with multiplication in the Hamiltonian quaternions) to SO3(R). Show that the map has

finite kernel and is onto.
Show that ψ(z1, z2) : t 7→ z1tz

−1
2 for t ∈ H = R[i, j, k] defines in the same sense an

algebraic group homomorphism from S3 × S3 into SO4(R). Show that the map has finite

kernel and is onto.

7.6 An example of an isogeny for algebraic groups

Another source of slightly different algebraic groups are given by isogenies.
We will now discuss SLd and d as a special case of this construction.

Proposition 7.13 (Projective general linear group). For every d > 2
there is a simple algebraic group d which

• is defined over Q,
• is locally isomorphic to SLd, and
• has trivial center.
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There also exists a homomorphism φ : SLd →d whose kernel is the center
of SLd. If K = R (or any other field), then

[d(K) : φ(SLd(K))] =
[
K× : (K×)d

]
. (7.4)

For d = 2 we have 2
∼= SO(2, 1) over Q. The map φ : SLd →d is called an

isogeny.

Proof. For g ∈ GLd we define the restriction

φ(g) = Adg |sld

of the adjoint representation of GLd to the Lie algebra sld of SLd. The center
of GLd belongs to the kernel of φ. Hence

φ : GLd −→ SL(sld)

is a representation defined over Q. We define d to be the Zariski closure of the
image of φ. Since GLd is Zariski connected, d is a Zariski connected algebraic
group defined over Q.

By a dimension argument (similar to the one used in proving Lemma 7.10,
and using Shafarevich [?, Ch. I, Sec. 5, Th. 6]) we see that over an alge-
braically closed field K we have

d(K) = φ
(
GLd(K)

)
= φ

(
SLd(K)

)
.

However, we claim that
(K) = φ (GLd(K))

over any field K. To see this, let g ∈ GLd(K) be such that φ(g) ∈d (K).
Modifying g by an element of the center of GLd, we may assume that

gi0,j0 ∈ Kr{0}

for some i0, j0 ∈ {1, . . . , d}. Since g acts trivially on the span of the identity
element and (by assumption) rationally on the hyperplane sld ⊆ Matd we see
that

gEijg
−1 ∈ Matd(K)

for all i, j ∈ {1, . . . , d}. We choose i = j0 and set h = g−1 to conclude that

gi0j0hj` ∈ K

for j, ` = 1, . . . , d. This shows that h = g−1 ∈ GLd(K), and hence that g is
in GLd(K).

We may modify g only by elements from C(K), where C is the center
of GLd. Doing so modifies the determinant by a dth power of an element
of K×, which implies the index formula in (7.4).
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It remains to show that 2
∼= SO(2, 1). For this, notice that

tr (φ(g)(v)φ(g)(w)) = tr
(
gvg−1gwg−1

)
= tr(vw),

so that the bilinear Killing form

tr(vw)

for v, w ∈ sl2 ⊆ Mat2 is preserved by all elements φ(g) for g ∈ GL2. Now
notice that the quadratic form

tr

((
a b
c −a

)(
a b
c −a

))
= tr

(
a2 + bc 0

0 bc+ a2

)
= 2(a2 + bc)

is conjugate over Q to the quadratic form

Q(x, y, z) = x2 + y2 − z2.

Since 2 ⊆ SO(2, 1) and both 2 and SO(2, 1) are 3-dimensional and Zariski
connected, we obtain the proposition. �

mention ”adjoint” vs
”simply connected”
orthogonal groups
may be neither, see
SO(4), spin group

7.7 Irreducibility of Lattices for Q-groups

7.7.1 A Weird Irreducible Lattice

Let us show briefly how badly Corollary 3.33 can fail for a general lattice in
a product of Lie groups in the presence of compact factors. Lattices arising
from Q-groups do not show such weird behavior (see Section 7.7.2).

Example 7.14. Let Γ < SL2(R) be any lattice that is isomorphic as an ab-
stract group to a free group F` with ` > 2 generators. Now let φ : Γ → K be
a group homomorphism into a compact Lie group. For concreteness, we list
some examples:

• K = SO(2) and ` = 3, with the image of the first two generators arbitrary
elements of K and the third being the identity;

• K = SO(3) and ` = 3, with the images as before lying inside a copy
of SO(2) < K;

• K = SO(5) and ` = 2, with two arbitrary images.

The graph
{(γ, φ(γ)) | γ ∈ Γ} ⊆ G×K

is a lattice in G×K which does not satisfy the conclusions of Corollary 3.33.
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7.7.2 Irreducible Lattices and Q-simple Groups

Lemma 7.15. Suppose G = H1H2 is the almost direct product of two semi-
simple linear algebraic groups defined over Q. Then G(Z) is a reducible lattice,
and is commensurable with H1(Z)H2(Z) 6 G(Z).

Proof. By Section 7.4, Hi(Z) 6 Hi(R) is a lattice for i = 1, 2. Since

Hi(Z) = G(Z) ∩Hi(R)

for i = 1, 2, it follows that G(Z) is a reducible lattice. �

In the following we will assume that the algebraic group G cannot be
decomposed over Q as in Lemma 7.15. More precisely, we say that a semi-
simple linear algebraic group G defined over Q is Q-simple (or Q-almost
simple) if it is impossible to write G as a product H1H2 of two proper semi-
simple algebraic subgroups for which H1 ∩H2 is finite. Equivalently, G is Q-
simple if there does not exist a connected normal algebraic subgroup H1 /G
defined over Q (for if such a subgroup H1 existed, then H2 = CG(H1)o would
give the decomposition G = H1H2). By the following lemma, we have already
seen examples of such groups.

Lemma 7.16. Suppose that G is a simple† linear algebraic group defined over
a number field K|Q. Then K|Q(G) is a semi-simple Q-simple linear algebraic
group.

Proof. Clearly the Galois group of Q|Q acts transitively on the set of all
embeddings of Q into Q. Each such embedding corresponds to one simple
factor of K|Q(G) over Q. Therefore, the Galois group of Q|Q acts transitively
on the set of all simple factors of K|Q(G). Hence the only connected normal
algebraic subgroups H /K|Q (G) are H = {I} and H =K|Q (G). �

Corollary 7.17. Let G be a Q-simple linear algebraic group such that G(R)
is non-compact. Then G(Z) is an irreducible lattice and is Zariski dense in G.
Moreover, if G = H1H2 is an almost direct product of the semi-simple alge-
braic subgroups H1 and H2 defined over R, and H2(R) is non-compact, then
the projection of G(Z) to

G(R)/C(G(R))H2(R) > H1(R)/C(H2(R))

is dense in H1(R)o/C(H1(R)).

Notice that in the presence of compact factors the conclusion above im-
proves on Corollary 3.33 in ways that are not possible for general lattices

† Since we may identify G with its Q-points, simple here means simple over Q. Sometimes
this is also referred to an absolutely simple.
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(see Section 7.7.1). In other words, the algebraic nature of the lattice allows
us to also obtain density statements for projections to compact subgroups if
(and this is clearly a necessary assumption) the kernel of the projection map
is non-compact.

Proof of Corollary 7.17. Suppose first that G = H1H2 is an almost
direct product defined over R, and

Γ ∩Hi(R) < Hi(R)

is a lattice for i = 1, 2. Since G(R) is non-compact, at least one of the almost
direct factors, say H1, is also non-compact. Now take the Zariski closure
of G(Z) ∩ H1(R) to obtain an algebraic subgroup L 6 G defined over Q
(by Lemma 3.19). By the Borel density theorem (Theorem 3.30) and our
assumption, L 6 H1 contains all non-compact factors of H1(R). The group Lo
is defined over Q and is a direct factor of G contradicting our assumption
that G is Q-simple. However, it is not so clear why Lo is normal in G. Because
of this, we define the core

F =
⋂
g∈G

gLog−1 =
⋂
g∈H1

gLog−1

which is a normal algebraic subgroup F/G contained in Lo 6 H1, commuting
with H2. Since Lo is defined over Q (by Lemma 3.22) and G is defined over Q,
the group F is invariant under all Galois automorphisms of Q|Q and therefore
is also defined over Q (by Lemma 3.20). By construction F1 = Fo / G is an
algebraic subgroup defined over Q which is contained in H1 and contains
all non-compact factors of H1(R). This is a contradiction to the assumption
that G is Q-simple if H2 is non-trivial, and so we have shown that G(Z) is
an irreducible lattice.

We only needed to assume that H2 is non-trivial in the argument above at
the very last step. Applying the argument to the case H1 = G and H2 = {I},
we obtain the Zariski closure L 6 G of G(Z). If L 6= G, then we obtain
moreover the subgroup F /G defined over Q, and get just as before a contra-
diction to the assumption that G is Q-simple. Therefore, we have shown the
strengthening of the Borel density theorem that G(Z) is Zariski dense in G
(regardless of the presence of compact factors).

Using this strengthened version of Borel density, we can argue as in the
proof of Corollary 3.33 to obtain the last claim of the corollary. Indeed,
suppose that G = H1H2 is an almost direct product over R, and that H2(R)
is non-compact. Now project G(Z) to G(R)/C(G)(R)H2(R) and denote by F
the pre-image in H1(R) of the closure:

F = π−1
1

(
π1(G(Z))

)
∩H1(R)

where
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π1 : G(R) −→ G(R)/C(G)(R)H2(R)

is the natural projection. By construction G(Z) normalizes F , and hence also
its Lie algebra. By the Zariski density of G(Z) in G, it follows that

F o /H1(R)

is normal. We wish to show that F o = H1(R), so suppose for now that this
is not the case. Then H1 = F1F2 is an almost direct product over R with

F o = F2(R)o

and F1 6= {I}. However, this contradicts once again the assumption that G
is Q-simple: as in Corollary 3.33 we see in turn that the projection of G(Z)
to G(R)/C(G(R))F2(R)H2(R) is discrete, that

Λ = G(Z) ∩ (F2(R)H2(R))

is a lattice in F2(R)H2(R), and that the Zariski closure L of Λ contains
all non-compact factors of F2(R)H2(R). We again construct the core of L,
which is a normal Q-group containing all non-compact factors of F2(R) and
of H2(R), and is contained in F2H2. This contradicts the assumption that G
is Q-simple, and completes the proof. �

The reader may get the feeling from the arguments above concerning Q-
simple groups, and from the fact that we only had groups arising from restric-
tion of scalars of simple groups as examples, that these are the only Q-simple
groups. In fact this is almost correct in the following sense. Restriction of
scalars K|QG applied to an absolutely simple group G defined over K gives
rise to a semi-simple group that is the direct product of its simple factors
(instead of an almost direct product). If a Q-simple group G is the direct
product of its simple factors (for example, because it is adjoint or because
it is simply connected), then it is of the form G =K|Q H for an absolutely
simple group H defined over a number field. The proof of this result is not
very different to the proofs of this section; we only mention here that the
number field in question arises as the field corresponding to the subgroup
that stabilizes a given simple factor of G.

Exercises for Section 3.6

Exercise 7.7.1. Let G be a Q-simple algebraic group which is not simple over R, and

let F /G be a simple factor over R. Show that G(Z) ∩ F(R) is finite.
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7.8 Almost Algebraicity and Algebraic Lie Subalgebras

Definition 7.18. A Lie subalgebra h ⊆ sld is called algebraic if it is the Lie
algebra of an algebraic subgroup of SLd. A connected Lie subgroup H 6
SLd(R) is called almost algebraic if it is the connected component H(R)o of
the R-points H(R) of an algebraic subgroup H defined over R.

Lemma 7.19. Let H 6 SLd(R) be a connected Lie subgroup. Then the fol-
lowing are equivalent:

(1) H is almost algebraic;
(2) the Lie algebra of H is algebraic.

Proof. If H = H(R)o for some algebraic group H defined over R, then
the Lie algebras of H and of H coincide. This shows that (1) implies (2).
If the Lie algebra h of H is also the Lie algebra of an algebraic group L
then h uniquely determines Lo as the Zariski closure of exp(h), and so in
particular Lo is defined over R since h is. By dimension counting we must
therefore have H = Lo(R)o, and the lemma follows. �

To see that the notion of almost algebraic is necessary, notice that the
Zariski closure of the one-dimensional Lie subgroup

H =




et

e−t

1 t
1

 | t ∈ R
 6 SL4(R)

is equal to the two-dimensional algebraic group

L =



α
α−1

1 β
1

 | α 6= 0

 .

This follows from Proposition 3.28.
Another type of counterexample comes from subgroups of torus groups.

For example,

H =


et

eαt

e−(1+α)t

 | t ∈ R


has for almost every choice of α ∈ R, the full two-dimensional subgroup

T =


a1

a2

a3

 | a1a2a2 = 1


as algebraic closure.
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In some sense these two types of example are the only source of non-
algebraic Lie subalgebras.

Proposition 7.20. Any semi-simple Lie subalgebra h ⊆ SLd is algebraic.

Proof. First define the normalizer

NSLd(h) = {g ∈ SLd | Adg(h) = h}

of the subalgebra h. By Knapp [?, Prop. 1.20, 1.21] the Lie algebra of NSLd(h)
is h + csld(h) where

csld(h) = {v ∈ sld | [v, h] = 0}

is the centralizer of h in sld. Now define

M = NSLd(h) ∩ CSLd (csld(h)) ,

where
CSLd (csld(h)) = {g ∈ SLd | Adg |csld (h) = id}

is the centralizer of csld(h) in SLd. Notice that h still belongs to the Lie
algebra of M. Finally define

L = [Mo,Mo]

as the Zariski closure of the group generated by all commutators of elements
in the connected componentMo. The Lie algebra ofM is h⊕f where f ⊆ csld(h)
is the center of csld(h). By the Levi decomposition of algebraic groups, Mo =
LF for some abelian F, and

L = [Mo,Mo]

is the desired algebraic group. �

Corollary 7.21. If h = hss n u ⊆ sld is a semi-direct product of a semi-
simple Lie subalgebra hss ⊆ sld and a nilpotent Lie subalgebra u ⊆ sld such
that exp(u) is a unipotent subgroup, the h is an algebraic Lie subalgebra.

Another way of stating essentially the same result is the following.

Corollary 7.22. Let h ⊆ sld be a Lie subalgebra which is not algebraic. Then
the Zariski closure of exp(h) has a nontrivial torus subgroup in its radical.

Proof.[Proof of Corollaries 7.21–7.22]
�
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Problems for Section 7.8

Exercise 7.8.1. Show that SO(2, 1) ∼=2 (R), and show that PSL2(R) is a subgroup of

index 2 in 2(R). Deduce that the lattice in Example 3.3(4) gives rise to a uniform lattice
in PSL2(R).

Exercise 7.8.2. Prove that G(Z) in Example 7.12 is indeed a uniform lattice (this may

be done, for example, by generalizing the arguments used in Section 3.1).

Exercise 7.8.3. Prove that G(Z) as in Example 7.6 is indeed a lattice in some or all

cases (follow the proof of Theorem 1.18, use the NAK decomposition of G(R), the fact
that N(Z) is a lattice in N(R), and Dirichlet’s unit theorem).
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Chapter 8

S-algebraic Groups and Quotients

8.1 S-algebraic and Adelic Extensions of Xd

† In this section we will define restricted direct products and the adele ring(26)

in both zero and positive characteristic. This leads to the notion of S-algebraic
group. The reader is assumed to be familiar with the p-adic numbers Qp
viewed as a completion of Q with respect to the p-adic norm |x|p = p− ordp(x),
the maximal compact subring Zp, and their positive characteristic analogs (we
refer to Koblitz [?] or [?] for a friendly introduction to p-adic numbers, and
to Weil [?] for a more advanced treatment). The groups we will be concerned
with in this section include

SLd(Qp) = {g ∈ Matd(Qp) | det g = 1},

and the clopen subgroup

SLd(Zp) = {g ∈ Matd(Zp) | det g = 1}.

Similarly, we may define SLd(R×Qp), but notice that

SLd(R×Qp) ∼= SLd(R)× SLd(Qp).

More generally (see below for the precise definitions) we have

SLd(AQ) ∼=
∏
σ

′
SLd(Qσ).

Here the indicated isomorphisms are isomorphisms of topological groups.

† If the reader is only interested in actions on a quotient of a Lie group, then this chapter

may be skipped.
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252 8 S-algebraic Groups

8.1.1 Zero Characteristic S-algebraic Groups

Let S ⊆ {∞, 2, 3, 5, 7, . . . } be a subset of the set of places of Q. Suppose that
for every σ ∈ S we are given a closed subgroup† Gσ ⊆ SLd(Qσ). We define
the associated S-algebraic group

GS =
∏
σ∈S

′
Gσ

to be the restricted direct product of the groups Gσ with respect to the
compact subgroups Gσ ∩SLd(Zσ) (the prime on the product symbol denotes
the restricted product). We quickly review what this construction means in
our setting (see Weil [?] for a full treatment).

If S is finite, then the restricted direct product is simply the direct product

GS =
∏
σ∈S

Gσ,

with the product topology. If S is not finite, then (as an abstract group)

GS =
⋃

S∩{∞}⊆S′⊆S,
|S′|<∞

∏
σ∈S′

Gσ ×
∏

p∈SrS′
(Gp ∩ SLd(Zp)) .

In the case |S| =∞, we can use for any finite set S′ ⊆ S the product topology
on each set of the form

GS,S′ =
∏
σ∈S′

Gσ ×
∏

p∈SrS′
(Gp ∩ SLd(Zp)) , (8.1)

and notice that GS,S′′ is an open subgroup of GS,S′ for any finite set S′′ with

S ∩ {∞} ⊆ S′′ ⊆ S′ ⊆ S.

We can therefore define the topology on GS by requiring that GS be a topo-
logical group and that GS,S′ be an open subgroup of GS for any finite set S′

with S ∩{∞} ⊆ S′ ⊆ S. In all of the expressions above the place denoted∞,
corresponding to the completion R of Q, plays a special role in the following
way. If ∞ ∈ S, then ∞ also has to belong to the subsets S′, S′′ ⊆ S arising.

Lemma 8.1 (Left-invariant proper metric). The topology on GS de-
scribed above is given by a proper‡ left-invariant metric.

The existence of the
metric is generally
established in the
appendix. Shall we
keep the lemma
(with a shortened
proof) because
it gives a proper
metric?

† In Chapter 3 we will discuss ‘algebraic groups’ in more detail. In this terminology one
usually takes Gσ = G(Qσ) for an algebraic group G defined over Q.
‡ That is, the metric has the property that every closed ball of finite radius defined by the
metric is compact.
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8.1 S-algebraic and Adelic Extensions of Xd 253

Proof. We prove this first in the case S = {σ}, which readily gives the case
of S finite. So assume that S = {σ}, and notice that Gσ ⊆ SLd(Qσ) is a
closed subgroup, so that it is sufficient to prove this for SLd(Qσ).

If σ = ∞, then SLd(R) is a connected Lie group (see the discussion after
Lemma 1.24), and the lemma follows by considering the Riemannian metric
on SLd(R) (see [?, Ch. 9]).

If σ = p is a finite place, then SLd(Zp) is a compact open subgroup
of SLd(Qp). The topology of SLd(Zp) may be induced by considering the
metric

d((gij), (hij)) = max
i,j
|gij − hij |p. (8.2)

Notice that
d((gij), (hij)) = d(k1(gij)k2, k1(hij)k2),

for any k1, k2 ∈ SLd(Zp), so that d gives a bi-invariant metric on SLd(Zp).
This metric can then be extended to a left-invariant metric on G = SLd(Qp)
as follows. Choose a sequence (gn) in SLd(Qp) with g1 = e for which

SLd(Qp) =

∞⊔
n=1

gn SLd(Zp). (8.3)

This is possible since SLd(Zp) is a non-empty closed and open subgroup
of SLd(Qp). Recall that d(·, ·) is bounded by 1 on SLd(Zp) × SLd(Zp). Now
define an intermediate function by

f(h) =

{
d(h, I) if h ∈ SLd(Zp), and

n if h ∈ gn SLd(Zp) for n > 2.

In words, f(h) is a measurement of the distance from h to I if h ∈ SLd(Zp)
and if not gives the index, which we may think of as an address, in the
union (8.3). We now define

d2(g1, g2) = f̃(g−1
1 g2)

for g1, g2 ∈ SLd(Qp), where for g ∈ SLd(Qp) we define

f̃(g) = inf

{
k∑
i=1

f(hi) | g = hε11 · · ·h
εk
k with εi ∈ {±1}, hi ∈ SLd(Qp)

}
.

Notice that f̃(g) 6 1 implies that g ∈ SLd(Zp). In particular, if g ∈ SLd(Zp)
then the infimum defining f̃(g) is attained with k = 1 and h1 = g, so d2

extends the metric d defined above on SLd(Zp). For the same reason we see
that d2(g1, g2) = 0 implies that g1 = g2. It is clear that the construction
above gives left-invariance, meaning that
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d2(hg1, hg2) = d2(g1, g2)

for all h, g1, g2 ∈ SLd(Qp). Moreover, we have f̃(g) = f̃(g−1), so

d2(g1, g2) = d2(g2, g1).

Since d2 is left-invariant and agrees with d on the open subgroup SLd(Zp),
it defines the usual topology on SLd(Qp). It remains to check the triangle
inequality and to show that the resulting metric is proper.

For the triangle inequality we will use the structure of the definition
of f̃ . Note that due to the left-invariance, it is sufficient to consider the
points I, g1, g2. In this case

d2(e, g1) = f̃(g1),

and so
d2(e, g1) + d2(g1, g2) = f̃(g1) + f̃(g−1

1 g2),

which by definition is no smaller than f̃(g2) = d2(e, g2) as required.

To see properness, notice that B
SLd(Qp)
R is contained in the finite union of

all possible products of SLd(Zp) and at most R sets (counted with multiplic-

ity) of the form gn SLd(Zp) and (gn SLd(Zp))−1
with 2 6 n 6 R. Since this

finite union is compact, this shows the lemma in the case S = {p} also.
Now let S be an infinite set, with ∞ /∈ S. Let S′ = ∅ and consider the

open subgroup GS,∅ as in (8.1), on which it is easy to define a left-invariant
proper metric using left-invariant proper metrics on Gp ∩ SLd(Zp), which is
a compact open subgroup of Gp. Using the same argument as used above,
this metric can be extended to GS . If ∞ ∈ S, then we may consider G∞
and GSr{∞} separately, and taking the product metric again obtain a metric
as claimed in the lemma. �

8.1.2 The p-Adic and Adelic Extension of Xd

Recall from Section 1.3 that d = SLd(Z)\ SLd(R) is the space of unimodular
lattices in Rd and that d itself has finite volume (that is, SLd(Z) is a lattice
in SLd(R)). In this section we introduce a ‘p-adic extension’

d, p = SLd(Z[ 1
p ])\SLd(R)× SLd(Qp)︸ ︷︷ ︸

∼=SLd(R×Qp)

(8.4)

where γ ∈ SLd(Z[ 1
p ]) is identified with the diagonally embedded element

(γ, γ) ∈ SLd(R)× SLd(Qp),
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8.1 S-algebraic and Adelic Extensions of Xd 255

and the ‘adelic extension’

d,AQ = SLd(Q)\SLd(AQ), (8.5)

where we use a similar diagonal embedding sending γ ∈ SLd(Q) to

(γ, γ, . . . ) ∈ SLd(R)×
∏
p∈S′

SLd(Qp)×
∏
p/∈S′

SLd(Zp)

with S′ = S′(γ) chosen so that γ ∈ SLd(Zp) for all p /∈ S′. We will show that
both SLd(Z[ 1

p ]) and SLd(Q) are lattices in their respective groups in Theo-
rem 8.2 and 8.3 below, and describe the meaning of the respective quotients.
The space d, p has in some sense more structure than d has, because we have
in addition to the usual action of SLd(R) an action of SLd(Qp) on d, p.

To motivate this a bit further, we briefly discuss the p-adic and adelic
abelian (and additive) quotients

R×Qp/Z[ 1
p ]

and
AQ/Q

as p-adic and adelic extensions of R/Z.
For the former abelian quotient, notice that Z[ 1

p ] is not a discrete subset

of R (nor of Qp), but is a discrete subset of R × Qp if we use the diagonal
embedding

Z[ 1
p ] 3 a ı7−→ (a, a) ∈ R×Qp.

This is because

ı
(
Z[ 1

p ]
)
∩ ((−1, 1)× Zp) = ı(Z) ∩ ((−1, 1)× Zp) = ı(0, 0).

Also notice that
R×Qp/ı(Z[ 1

p ]) ∼= R× Zp/ı(Z)

since every element (a∞, ap) ∈ R×Qp can be modified by some ı(a) with a
in Z[ 1

p ] to cancel the denominator of the element in Qp, so that

(a∞, ap) + ı(a) ∈ R× Zp.

This follows at once from the density of Z[ 1
p ] in Qp. Moreover, this shows

that F = [0, 1)× Zp is a fundamental domain for ı(Z[ 1
p ]). Hence ı(Z[ 1

p ]) is a
co-compact lattice in R×Qp.

The discussion above (specifically, discreteness together with Lemma 1.1)
also shows that

Yp = R×Qp/ı(Z[ 1
p ])
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256 8 S-algebraic Groups

is locally isomorphic to R × Zp. Now Zp is homeomorphic to the standard
middle-third Cantor set, so it is surprising that Yp is nonetheless connected
(though it is neither locally connected nor path connected). To see that it is
connected, it is enough to notice that the R-orbits (which are connected) are
dense in Yp. We will not need this property, and so leave it as an exercise.

More globally, one can understand the space Yp as a projective limit,

Yp = lim←−
n→∞

R/pnZ

where each quotient in the limit construction is isomorphic to T and the
projective limit uses the canonical projection maps

R/pn+1Z −→ R/pnZ (8.6)

x (mod p)n+1Z 7−→ x (mod p)nZ

for all x ∈ R. In less sophisticated language, we may describe Yp as resembling
a path that looks different at different resolutions. On the largest scale, it
resembles a circle, but at a finer resolution labeled n it resembles a tightly
wrapped circular path of length pn, which on closer inspection splits into a
wrapped circle of length pn+1, and so on. For this reason, spaces like Yp are
referred to as solenoids(27).

The construction above generalizes easily to any finite subset S of the set
of all primes P, again giving rise to a co-compact lattice

ı
(
Z[ 1

p | p ∈ S]
)
⊆ R×

∏
p∈S

Qp.

However, it also generalizes to the rationals embedded diagonally in the ra-
tional adeles as follows. The image

ı(Q) ⊆ AQ

is a discrete subgroup since

ı(Q) ∩

(−1, 1) ∩
∏
p∈P
Zp

 = ı(0),

and YAQ = AQ/ı(Q) is compact, since

[0, 1)×
∏
p∈P
Zp,

which is pre-compact, is a fundamental domain for ı(Q) in AQ.
We have deliberately avoided discussing the group structure of Yp and YAQ

(both of which are interesting in their own right; see Exercise 8.1.2) since in
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the context of locally homogeneous spaces we generally do not have a group
structure on the quotient space. Thus far we have used ı to denote the diag-
onal embedding of rational numbers (or subrings of the rational numbers).
This quickly becomes wearisome, and instead one often drops this letter, on
the understanding that it is clear (sometimes after a little thought) when the
diagonal embedding is used. We will follow this practice below.

Let us now fix a prime p and discuss the p-adic extension of

d = SLd(Z)\SLd(R).

Theorem 8.2 (p-adic cover of d). Let d, p be defined as in (8.4), with the
subgroup SLd(Z[ 1

p ]) embedded diagonally. Then d, p is a single orbit of the

subgroup SLd(R × Zp) ⊆ SLd(R × Qp). In fact if we use (for example) the
point SLd(Z[ 1

p ]) ∈ d, p corresponding to the identity element, then its orbit is
given by

SLd(Z[ 1
p ]) SLd(R× Zp) = d, p,

and is isomorphic to
SLd(Z)\SLd(R× Zp). (8.7)

Moreover, there is a canonical projection map

π : d, p −→ d

defined on (8.7) by

π (SLd(Z)(g∞, gp) = SLd(Z)g∞)

for g∞ ∈ SLd(R) and gp ∈ SLd(Zp), with the property that each fiber π−1(x)
for x ∈ d is isomorphic to the compact group SLd(Zp). Moreover, SLd(Z[ 1

p ])

is a (non-uniform) lattice in SLd(R×Qp).

We note that this result is not an automatic property for p-adic exten-
sions. It is called strong approximation and holds more generally for (Zariski)
simply connected algebraic groups. We will introduce some of these terms in
Chapter 3.

Theorem 8.2 shows that d, p is a compact extension† of d, by which we
mean that the pre-images of compact sets in d are compact subsets of d, p.
We can give a global interpretation of d, p in three equivalent ways:

• SLd(Z[ 1
p ])\ SLd(R×Qp),

•
{
Z[ 1

p ]d(g∞, gp) | g∞ ∈ SLd(R), gp ∈ SLd(Qp)
}

, or

† Clearly d, p is not compact, since d is non-compact. To see the claim, let SLd(Z)K be

compact with K 6 SLd(R) compact, then

π−1(K) = SLd(Z)K × SLd(Zp)

if d, p is again described as in (8.7). We refer to Corollary 8.4 for the details.
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• the set of ı(Z[ 1
p ])-submodules of Rd×Qdp generated by d vectors (g∞,j , gp,j)

with g∞,j ∈ Rd, gp,j ∈ Qdp and with

det

g∞,1...
g∞,d

 = det

gp,1...
gp,d

 = 1.

This description follows from the fact that an orbit is always isomorphic to
the acting group modulo the stabilizer, and the stabilizer of the diagonally
embedded copy of Z[ 1

p ]d inside SLd(R×Qp) is precisely the diagonally embed-

ded copy of SLd(Z[ 1
p ]). Notice that Z[ 1

p ]d(g∞, gp) ⊆ Rd × Qdp is a co-volume
one co-compact lattice. What is less clear, but is contained in Theorem 8.2,
is that we can find a different set of generators for any of these lattices so
that gp,j ∈ Zdp while retaining the property that

det

gp,1...
gp,d

 = 1.

The projection map in the theorem is then the map that sends the Z[ 1
p ]-

module Z[ 1
p ]d(g∞, gp) to the Z-module Zdg∞ ∈ d, which is also determined

by the formula
π∞

(
Λ ∩

(
Rd × Zdp

))
where Λ is the Z[ 1

p ]-module corresponding to the point in d, p and

π∞ : Rd ×Qdp → Rd

is the canonical projection onto the first coordinate.
Another global meaning of d, p may be found by mimicking the discussion

of Yp as a projective limit of circles. Write

Γpn = {γ ∈ SLd(Z) | γ ≡ I (mod p)n},

so that
πn : Γpn+1\SLd(R) −→ Γpn\SLd(R)

is a generalization of (8.6) to the context of SLd, and one can check that d, p is
the projective limit of the congruence quotients Γpn\ SLd(R) of ‘full level pn’.
In other words, d, p is the appropriate space to use if one is interested in
all congruence quotients of SLd(R) defined by powers of p. To discuss other
congruence quotients one needs to consider all the primes, and as a result the
greater flexibility of the ‘adelic cover’.

Theorem 8.3 (Adelic cover of d). Let d,AQ be defined by (8.5). Then d,AQ
is a single orbit of the subgroup
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SLd(R)×
∏
p∈P

SLd(Zp),

and there is a canonical projection map π : d,AQ → d whose fibres are each
isomorphic to ∏

p∈P
SLd(Zp).

Finally, SLd(Q) is a (non-uniform) lattice in SLd(AQ).

We can again describe the points in d,AQ as Q-modules in AdQ that are
generated by special basis elements of determinant one at all places. Alter-
natively, one can describe d,AQ as the projective limit over all congruence
quotients Γn\ SLd(R) with

Γn = {γ ∈ SLd(Z) | γ ≡ I (mod n)}.

Before we give the proof of Theorems 8.2 and 8.3, let us state and prove
a corollary to the above theorems and discussion.

Corollary 8.4 (Mahler’s compactness criteria for d, p and d,AQ). A
subset K ⊆ d,AQ (resp. d, p) is compact if and only if it is closed and its
image in d is compact. Equivalently, K is compact if K is closed and uni-
formly discrete. That is, if there exists some δ > 0 such that the Q-modules
(resp. Z[ 1

p ]-modules) Λ corresponding to the elements of K satisfy

Λ ∩Bδ(0) = {0}.

Proof. By Theorem 8.3 (resp. Theorem 8.2, but for brevity we will restrict
attention to the adelic case in the rest of this proof) d,AQ is the quotient

SLd(Q)\SLd(AQ) ∼= SLd(Z)\SLd(R×
∏
p∈P Zp)

and the projection map mentioned above is the map that forgets the p-adic
matrices

π
(

SLd(Z)(g∞, g2, g3, . . . )
)

= SLd(Z)g∞

(assuming that gp ∈ SLd(Zp) for all primes p). Therefore, if SLd(Z)K is
compact (see the paragraph before Definition 1.10 on p. 15) for some com-
pact K ⊆ SLd(R), then

π−1 (SLd(Z)K) = SLd(Z)K ×
∏
p∈P

SLd(Zp)

is again compact. This shows one direction of the first equivalence. Con-
versely, if K is compact, then π(K) is compact. Finally, notice that, for d,
Mahler’s compactness criterion (Theorem 1.17) is precisely of the same form
as in the corollary: π(K) is compact if and only if it is closed and uniformly
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260 8 S-algebraic Groups

discrete. Further, notice that for small enough values of δ we have

B
AdQ
δ ⊆ R

d ×
∏
p∈P
Zdp

by the topology of AdQ. We claim that this implies that the condition of
uniform discreteness of the Q-modules ΛQ associated to the elements of K is
actually equivalent to the uniform discreteness of the Z-modules

ΛZ = π∞

ΛQ ∩

Rd ×∏
p∈P
Zdp

 .

The claim and the first equivalence in the corollary then imply the second
compactness criterion in the corollary.

The above two notions of uniform discreteness only differ in the following

sense. In the first we take the intersection with B
AdQ
δ (0), and in the second

with
BRd
δ (0)×

∏
p∈P
Zdp.

The former is potentially smaller (making the corresponding uniform dis-
creteness formally easier), but there must exist some ε > 0 and N > 1 such
that

B
AdQ
δ (0) ⊇ BRd

ε (0)×
∏
p∈P

(NZp)d

where NZp = Zp if p 6
∣∣ N so that the set on the right-hand side is still open

in AQ. Now suppose that

Λ ∩

BRd
ε/N (0)×

∏
p∈P
Zdp

 6= {0},
and then we may multiply the non-zero element of Λ by N (also embedded
diagonally) and see that the intersection

Λ ∩BAdQ
δ (0) ⊇ Λ ∩

BRd
ε (0)×

∏
p∈P

(NZp)d
 6= {0}

is also non-trivial. Therefore, the notions of uniform discreteness agree, and
the corollary follows. �

Proof of Theorem 8.2. We need to show that d, p is actually only one
orbit of the open subgroup
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SLd(R× Zp) ⊆ SLd(R×Qp).

Alternatively, we need to show that the whole group

SLd(R×Qp) = SLd(Z[ 1
p ]) SLd(R× Zp) (8.8)

is the product of the discrete subgroup SLd(Z[ 1
p ]) and the open subgroup

SLd(R× Zp).

Since the subset on the right-hand side of (8.8) is right-invariant under SLd(R),
this all boils down to the projection of the set on the right-hand side of (8.8)
to SLd(Qp). In fact (8.8) is equivalent to

SLd(Qp) = SL(Z[ 1
p ]) SLd(Zp), (8.9)

where SLd(Zp) is still open. We claim that SLd(Z[ 1
p ]) is dense, which then

proves (8.9), and hence (8.8), and so the theorem. To prove the claim notice
that by Lemma 1.24, every g ∈ SLd(Qp) is a finite product of matrices

uij(t) = I + tEij

for t ∈ Qp and i 6= j. Hence it is sufficient to approximate uij(t) with t ∈ Qp.
However, this is easy to show since Z[ 1

p ] is dense in Qp. �

8.1.3 Positive Characteristic S-algebraic Groups

The construction from Section 8.1.2 can also be carried out without much
change to a set S of places of a global fieldK|Fp(t) with positive characteristic.
In this case the local fields Kσ are isomorphic to Fq((s)) for some q = pf , f >
1 and some s ∈ K (the element s is a uniformizer corresponding to the
place σ).

Once more there exists a compact open subring Fq[[s]] ⊆ Fq((s)) so
that SLd (Fq[[s]]) ⊆ SLd (Fq((s))) is a compact open subgroup and plays
the same role as SLd(Zp) in the definition of a metric and in the construc-
tion of restricted products. One difference to the characteristic zero setting
(that is, to R or Qp) is the complete absence of locally defined exponential
and logarithm maps between SLd (Fq((s))) and what should be its ‘Lie al-
gebra’ sld (Fq((s))) (or between closed subgroups and Lie sub-algebras). We
refer to Section ?? for a partial correspondence between (and the definitions
of) algebraic subgroups and their Lie algebras.
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Exercises for Section 8.1

Exercise 8.1.1. Let G < SLd(Qp) be a closed linear group over the field Qp of p-adic

rational numbers. Show that a lattice Γ < G cannot contain a unipotent element.

Exercise 8.1.2. Show that the character group of Yp (defined on p. 255) is Z[ 1
p

], and that

the character group of YAQ is Q.

8.1.4 S-Arithmetic Quotients of Forms of SLd

We briefly outline in this section how the notion of irreducible lattices and
Corollary 3.33 extends to the setting of S-arithmetic quotients. We do this
for (forms of) SLd as in the next result because this is a familiar group, and
because it is an example of a simply connected linear algebraic group. We
will not discuss the definition of this notion in general†, but we will discuss
(indeed, have already discussed in part) the main consequence of this property
for SLd.

Corollary 8.5 (A special case of strong approximation). Let G be a
linear algebraic group defined over Q such that

G(R) ∼= SLd(R)

and
G(Qp) ∼= SLd(Qp)

for some d > 1 and some prime p <∞. Then G(Z[ 1
p ]) is dense both in G(R)

and in G(Qp).

As discussed in Section 8.1, the group G(Z[ 1
p ]), when diagonally embedded

via the map x 7→ (x, x) into G(R)×G(Qp), is a discrete subgroup. Just as in
the purely real case G(Z) < G(R) (see Section 7.4), this diagonally embedded
subgroup is actually a lattice in G(R) × G(Qp). Corollaries 8.5 and 3.33
are similar results when viewed in this context. In fact for the projection
to G(R) (that is, for G(Z[ 1

p ]) viewed as a subgroup of G(R)), the arguments

of Corollary 3.33 give the density (since G(R)o ∼= SLd(R) is connected as a
Lie group). For G(Qp) ∼= SLd(Qp) this is clearly wrong in several different
senses and so we need another property of SLd(Qp) to help us.

Proposition 8.6 (No unbounded open subgroups). Let L ⊆ SLd(Qp)
be an unbounded open subgroup. Then L = SLd(Qp).

† It is expressed in terms of the weight lattice and the root lattice, and is not related to

the more familiar topological notion.
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Proof of Corollary 8.5. Let us assume Proposition 8.6 for the moment, and see
how it helps us to prove the strong approximation property in this case. We
only need to consider G(Z[ 1

p ]) < G(Qp), since the real case G(Z[ 1
p ]) < G(R)

is similar to the proof of Corollary 3.33. Let L = G(Z[ 1
p ]) 6 G(Qp) be the

closure of the lattice G(Z[ 1
p ]) 6 G(R)×G(Qp) projected to G(Qp). Clearly its

Lie algebra l is normalized by G(Z[ 1
p ]). By the Borel density theorem (The-

orem 3.30 extended to include S-arithmetic cases) it follows that l is nor-
malized by G(Qp) ∼= SLd(Qp), since the latter is generated by one-parameter
unipotent subgroups for which the extended Borel density theorem holds.
Thus l / sld(Qp) is a Lie ideal in the simple Lie algebra sld(Qp) over Qp,
so l = {0} or l = sld(Qp). The former only happens when G(Z[ 1

p ]) 6 G(Qp)
is discrete, which can be ruled out just as in the proof of Corollary 3.33, since
the diagonally embedded lattice Γ = G(Z[ 1

p ]) < G(R)×G(Qp) intersects the

non-compact factor G(R)× {I} trivially.
Therefore, l = sld(Qp) and L 6 G(Qp) is an open subgroup. By Poincaré

recurrence L is also unbounded. Indeed, if a ∈ G(Qp) has an →∞ as n→∞,
then for almost every (g∞, gp) ∈ G(R)×G(Qp) there exists a sequence (nk)
with nk →∞ as k →∞, and for each k a γk ∈ G(Z[ 1

p ]) with

(γk, γk)(g∞, gp)(I, a
nk) −→ (g∞, gp)

as k → ∞. Any such sequence (γk) in L then goes to infinity in G(Qp).
Hence L is unbounded, and so L = G(Qp) by Proposition 8.6. �

Proof of Proposition 8.6 in the case needed for Corollary 8.5. We
assume that L 6 SLd(Qp) is an open subgroup, and for every a ∈ SLd(Qp)
there exist sequences (nk) in N and (γk) in L with nk →∞ as k →∞ and

γkga
nk = gεk −→ g

as k →∞. This may be written as

(gag−1)nk = gankg−1 = γ−1
k gεkg

−1

for all k > 1. For large enough k we have gεkg
−1 ∈ L, and so also

(gag−1)k ∈ L.

For convenience we flip the conjugation over to L and get the equivalent
statement

ak ∈ g−1Lg.

Let us choose, for example
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a =


pd−2

pd−3

. . .

p0

p`

 ∈ SLd(Qp)

with ` chosen to ensure that det(a) = 1. Since every sufficiently small element
of SLd(Qp) belongs to g−1Lg, and since a (respectively a−1) normalizes and
expands each of the standard one-parameter unipotent subgroups, it follows
that g−1Lg contains these one-parameter unipotent subgroups completely.
By Lemma 1.24, we deduce that

g−1Lg = SLd(Qp) = L.

�

Although it is not necessary for our discussion, we will now outline a more
general proof (see also Exercise ??).

Sketch proof of Proposition 8.6 for d = 2. Suppose that L 6 SL2(Qp)
is an open unbounded subgroup. As in the argument above it suffices to find
an element in L whose eigenvalues are of norm not equal to 1. For SL2(Qp)

this is a property of the trace: g =

(
a b
c d

)
has eigenvalues of norm not equal

to 1 if and only if tr(g) = a+ d /∈ Zp.

Now let g =

(
a b
c d

)
∈ L be sufficiently large. If tr(g) /∈ Zp then we are

done. Since

(
1 s

1

)
∈ L for sufficiently small s (say for |s|p 6 ε), we also have

g′ = g

(
1 s

1

)
=

(
a b+ as
c d+ cs

)
∈ L.

If |c|p > ε−1p, then g′ ∈ L has the desired property for some s with |s|p < ε.
If |a|p > ε−2p but |c|p 6 ε−1p, then we can use the argument above for(

1
s 1

)(
a b
c d

)
=

(
a b

c+ as d+ bs

)
∈ L

for some s with |s| < ε. The remaining cases are similar. �

Simply connected groups have properties analogous to those of Lemma 1.24
and Proposition 8.6 (see Margulis [?] for the details). For such groups strong
approximation also holds, and can be shown in the same way once Proposi-
tion 8.6 is known.
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Exercises for Section 8.1.4

Exercise 8.1.3. Prove Proposition 8.6 for d > 2.

density of G(Z[1/p])
in the connected
component of G(R)
follows quite gener-
ally

Notes to Chapter 8

(26)(Page 251) More advanced arithmetic aspects of these groups may be found in the
work of Weil [?].
(27)(Page 256) The terminology comes from electro-magnetic helical coils in physics, and

seems to have been coined in this mathematical context by van Danzig [?].
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Part II

Entropy theory on homogeneous
spaces
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Chapter 9

Leafwise Measures

In this chapter we will introduce the notion of leafwise measures in the setting
of Γ\G on orbits of a subgroup H 6 G, and will discuss the relationship
between leafwise measures and dynamical properties of the original measure.
In Chapter 10 we will relate the leafwise measures on stable leaves to entropy.

9.1 Fiber Measures for Locally Finite Measures

Before discussing the locally finite case (a measure defined on the Borel σ-
algebra of a metric space is called locally finite if every point has an open
neighborhood of finite measure), we describe a structural property of the
conditional measures with respect to restrictions.

Recall from [?, Sec. 5.3] that for any finite† measure µ on a σ-compact(28)

metric space (Y, d), and any sub-σ-algebra A ⊆ BY of the corresponding
Borel σ-algebra BY there exists a system of conditional measures µA

y , which
are defined almost everywhere, and which have (and are characterized by)
the following properties:

(1) y 7→ µA
y is A -measurable, meaning that for any f ∈ L 1(Y,BY , µ) the in-

tegral
∫
f dµA

y , defined almost everywhere, is A -measurable as a function
of y ∈ Y , and

(2)

∫
A

f dµ =

∫
A

∫
f dµA

y dµ(y) for all A ∈ A .

Notice that an equivalent formulation of these properties is to require that

† This easily extends from probability measures to finite measures as follows. If µ(Y ) ∈
(0,∞) then define a new measure by µ′ = 1

µ(Y )
µ and consider the conditional measures

for µ′ — these are also conditional measures for the original measure µ in the sense de-

scribed. Notice that the conditional measures µA
y are always probability measures on Y

for any finite measure µ.

269



270 9 Leafwise Measures

Eµ
(
f
∣∣A ) (y) =

∫
f dµA

y

for any f ∈ L 1(Y,BY , µ).

Lemma 9.1. Let Y ′ be a Borel subset of a σ-compact metric space Y , and
let A ⊆ BY be a countably-generated sub-σ-algebra. Then the conditional
measures for the restriction† µ|Y ′ of a finite measure µ on Y with µ(Y ′) > 0
satisfy

(µ|Y ′)A
y =

1

µA
y (Y ′)

µA
y |Y ′ (9.1)

for almost every y ∈ Y ′.

Notice that if we set

A0 = {y ∈ Y | µA
y (Y ′) = 0} ∈ A , (9.2)

then

µ(A0 ∩ Y ′) =

∫
A0

1Y ′ dµ =

∫
A0

µA
y (Y ′) dµ = 0,

by the properties of the conditional measures µA
y . This shows that the right-

hand side of (9.1) is well-defined on the complement of a null set.

Proof of Lemma 9.1. It is clear that

νy =
1

µA
y (Y ′)

µA
y |Y ′

is A -measurable wherever it is defined. For any f ′ ∈ L 1(Y,BY , µ|Y ′) de-
fine f ∈ L 1(Y,BY , µ) by

f(y) =

{
f ′(y) if y ∈ Y ′,
0 if y ∈ YrY ′.

Notice that f and f ′ coincide as elements of L1(Y,BY , µ|Y ′) since YrY ′ is
a null set with respect to µ|Y ′ . We have to show that∫

f ′ dνy = Eµ|Y ′
(
f ′
∣∣A ) (y)

for y ∈ Y . To that end, fix a set A ∈ A . Since A0 defined in (9.2) is a null
set with respect to µ|Y ′ , we may assume that A ⊆ YrA0, which makes the
measure νy well-defined in all of the calculations below. We have

† The restriction is defined by µ|Y ′ (B) = µ(B ∩ Y ′) for all B ∈ BY .

Page: 270 job: VolumeIII macro: svmono.cls date/time: 15-Dec-2016/17:58



9.1 Fiber Measures for Locally Finite Measures 271∫
A

∫
f ′dνydµ|Y ′(y) =

∫
A

1

µA
y (Y ′)

∫
Y ′
f ′(z)dµA

y (z)dµ|Y ′(y) (by definition of νy)

=

∫
A

1Y ′(y)
1

µA
y (Y ′)

∫
f(z) dµA

y (z)︸ ︷︷ ︸
=Eµ(f |A )(y)

dµ(y)

(by definition of f)

=

∫
A

∫
1Y ′(z)

1

µA
z (Y ′)

Eµ
(
f
∣∣A ) (z)︸ ︷︷ ︸

A -measurable & µA
y −a.e. constant

dµA
y (z) dµ(y)

where we have used property (2) of the conditional measures from p. 269. As
the second two terms (as indicated) are now constant for the integration with
respect to µA

y , we can now take this constant out of the integral to deduce
that∫

A

∫
f ′dνydµ|Y ′(y) =

∫
A

1

µA
y (Y ′)

Eµ
(
f
∣∣A ) (y)

∫
1Y ′(z) dµA

y (z) dµ(y)

=

∫
A

1

µA
y (Y ′)

Eµ
(
f
∣∣A ) (y)µA

y (Y ′) dµ

=

∫
A

f dµ =

∫
A

f ′ dµ|Y ′ , (by definition of f)

which proves the lemma. �

Lemma 9.1 suggests how we may define conditional measures for a locally
finite measure.

Proposition 9.2. Let X be a σ-compact metric space, let µ be a locally fi-
nite measure, and let A ⊆ BX be a countably-generated sub-σ-algebra of
the Borel σ-algebra BX of X. Then there exists a family of locally finite
measures µA

x , defined for almost every x ∈ X, with the following defining
properties.

(1) For any measurable set Y ⊆ X, we have that µA
y (Y ) > 0 for almost

every y ∈ Y , µA
x (Y ) depends measurably on x ∈ X, and if Y is compact

then

(µ|Y )
A
y =

1

µA
y (Y )

µA
y |Y

for almost every y ∈ Y .
(2) If [x]A = [y]A (that is, if x and y belong to the same A -atom) then µA

x

is proportional to µA
y , whenever both measures are defined.

(3) The family of measures µA
x is, up to proportionality, uniquely characterized

by property (1). More concretely, if νx is a family of locally finite measures
satisfying (1) then there is a measurable function s : X → R>0 with
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νx = s(x)µA
x

almost everywhere.
(4) If a continuous proper map T : X → X satisfies T−1A = A and

preserves µ (that is, µ(T−1B) = µ(B) for all measurable B ⊆ X),
then T∗µ

A
x ∝ µA

Tx for almost every x ∈ X (that is, T∗µ
A
x and µA

Tx are
proportional).

Even though the family of measures constructed in Proposition 9.2 is a
direct generalization of the notion of conditional measures (see [?, Ch. 5]),
we will refer to them as fiber measures in order to emphasize the fact that
they have quite different properties when the measure is not finite. The term
conditional measure is also widely used in this setting. Notice that it is pos-
sible to modify the construction of µA

x so as to arrange that (almost ev-
erywhere) µA

x = µA
y whenever [x]A = [y]A ; that is, to arrange that the

map x 7→ µA
x is A -measurable. However, this will not be needed here (and

will not be true for the leafwise measures defined in Section 9.2).
Before starting the proof of Proposition 9.2, we expand a little on the

implicit measurability of the map x 7→ µA
x . We stated that

x 7→ µA
x (Y )

is measurable for any compact set Y ⊆ X, and implicitly stated that

y 7→ 1

µA
y (Y )

µA
y |Y

is A -measurable on Y . Therefore, for any continuous function with compact
support, and for any non-negative measurable function f , the map

x 7−→
∫
f dµA

x

is measurable (though it may not be A -measurable).

Proof of Proposition 9.2. We start with the almost everywhere unique-
ness property in (3). Suppose that νx and ρx are two families of locally finite
measures satisfying (1). Write X as a countable union of compact sets Yn
with Yn ⊆ Y on+1. Then the measures 1

νx(Yn)νx|Yn and 1
ρx(Yn)ρx|Yn are well-

defined and equal for almost every x ∈ Yn by assumption. Let N ⊆ X be a
null set with the property that this equality holds for x ∈ YnrN for all n > 1.

It follows that for x ∈ YnrN we have νx = νx(Yn)
ρx(Yn)ρx as required for (3).

We next turn to existence of the family µA
x . Let µn = µ|Yn with Yn as in

the previous paragraph. Then by [?, Th. 5.14] the family of conditional mea-

sures (µn)
A
y exists, and by Lemma 9.1 we have the compatibility condition
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(µn)
A
y =

1

(µk)
A
y (Yn)

(µk)
A
y |Yn (9.3)

for almost every y ∈ Yn, whenever k > n (see Figure 9.1).
Let X ′ ⊆ X be a set of full measure such that (9.3) holds for all y ∈ X ′

and all k > n with y ∈ Yn. In particular,

(µk)
A
y (Yn) > 0

if y ∈ X ′ ∩ Yn and k > n.
For m > 1, y ∈ X ′ ∩ YmrYm−1, and B ⊆ X a measurable set, we define

µA
y (B) = lim

k→∞

1

(µk)
A
y (Ym)

(µk)
A
y (B). (9.4)

To see that this makes sense and defines a measure, suppose first that B ⊆ Yn
for some n > m. Then for k > n, two applications of (9.3) shows that

1

(µk)
A
y (Ym)

(µk)
A
y (B) =

1

(µk)
A
y (Yn)(µn)

A
y (Ym)

(µk)
A
y (Yn)(µn)

A
y (B)

=
1

(µn)
A
y (Ym)

(µn)
A
y (B),

so in this case the sequence in (9.4) is eventually constant.
Now

B = B ∩ Ym tB ∩ (Ym+1rYm) tB ∩ (Ym+2rYm+1) t · · · ,

so we may write

1

(µk)
A
y (Ym)

(µk)
A
y (B) =

1

(µk)
A
y (Ym)

(
(µk)

A
y

(
B ∩ Ym

)
+(µk)

A
y

(
B ∩ (Ym+1rYm)

)
+ · · ·

+(µk)
A
y

(
B ∩ (YkrYk−1)

) )
,

and so

µA
y (B) = (µm)

A
y

(
B ∩ Ym

)
+
∑
k>m

1

(µk)
A
y (Ym)

(µk)
A
y

(
B ∩ (YkrYk−1)

)
is a well-defined sum (possibly converging to ∞) of non-negative terms. It
follows that µA

y , defined by (9.4), is a locally finite measure on X.

By construction, the family µA
x satisfies (1) for the compact subsets

Y = Yn
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[y]

B1

Y1

y

Y2

B2

Yn

Fig. 9.1 To define µA
y (B) for y ∈ Y2rY1 and for B = B1 ∪ B2, we need to consider all

restrictions of µn for n > m = 2, and their conditional measures (µk)A
y .

in the construction. If Y ⊆ X is a subset with Y is compact, then

Y ⊆
∞⋃
n=1

Y on

by the choice of Yn and so Y ⊆ Yn for some n. Thus (1) follows from the
special case above together with Lemma 9.1.

Property (2) follows from (1) by the following argument. If

[x]A = [y]A , x ∈ YnrYn−1, y ∈ YmrYm−1,

then x, y ∈ Yk for k > max{m,n} and by property (1) we have

1

µA
x (Yk)

µA
x |Yk =

1

µA
y (Yk)

µA
y |Yk , (9.5)

which implies that
µA
x (Yk)

µA
y (Yk)

is independent of k, and so by (9.5) also that µA
x ∝ µA

y as required.
Suppose now that T is as in (4). Then

T |T−1(Yn) :
(
T−1(Yn),B(T−1(Yn)), µ|T−1(Yn)

)
→ (Yn,B(Yn), µ|Yn)

is measure-preserving and satisfies T−1(A |Yn) = A |T−1(Yn). Hence by Exer-
cise 9.1.4 (see [?, Cor. 5.24]) we have

T∗

((
µ|T−1(Yn)

)A |T−1(Yn)

y

)
= (µ|Yn)

A |Yn
T (y)
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for µ-almost every y ∈ T−1(Yn). Applying (1) to T−1(Yn) and to Yn we see
that

T∗
(
µA
y |T−1(Yn)

)
∝ µA

T (y)|Yn

for µ-almost every y ∈ T−1(Yn). As this holds for all n > 1, property (4)
follows. �

Exercises for Section 9.1

Exercise 9.1.1. Let X be a σ-compact metric space. Prove that if (νn)n>1 is a sequence

of measures on X, then

ν(B) =

∞∑
n=1

νn(B)

defines a measure on X as well. Show that if νn is locally finite, and for every compact

set Y , there is some nY such that νn(Y ) = 0 for n > nY , then ν is locally finite as well.

Exercise 9.1.2. Use the following outline for an alternative construction of the fiber mea-
sures µA

x as in Proposition 9.2. Let f ∈ L 1(X,B, µ) be a function with f > 0 everywhere.

Define a finite measure ν by dν = f dµ, so that νA
x can be defined. Now define µA

x

by dµA
x = 1

f
dνA
x . Prove that this agrees up to proportionality (as in Proposition 9.2(3))

with the definition in Proposition 9.2.

Exercise 9.1.3. Two countably generated σ-algebras A and C are countably equivalent

if any atom of A can be covered by at most countably many atoms of C , and vice versa.

Prove that countable equivalence (as defined on p. 336) is an equivalence relation on the
space of σ-algebras on a set.

Exercise 9.1.4. Let (X,BX , µ) and (Y,BY , ν) be finite measure spaces. Let A ⊆ BY be

a sub-σ-algebra, and let T : X → Y be a measure-preserving map. Prove that

T∗

(
µT
−1A

x

)
= νA

Tx

for µ-almost every x ∈ X.

9.2 Leafwise Measures for Orbit Foliations of Γ\G

In this section we apply the abstract results from Section 9.1 to obtain, in
the context(29) of X = Γ\G, a notion of measures restricted to (conditional
on) the orbit of the action of some group H on X, with respect to some
measure µ on X. We will have almost no assumption regarding the behavior
of µ with respect to the H-action. As we will see later, these measures, which
we will call leafwise measures, are not very interesting if the measure µ is
actually invariant under H (although this property is often desirable) since
this is precisely the case in which the leafwise measures will coincide almost
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276 9 Leafwise Measures

everywhere with a Haar measure on H. Instead we will use the leafwise mea-
sures in contexts where we know very little about the relationship between
the action of H and the measure µ, and we will see that various properties of
the H-action with respect to µ can be characterized by the leafwise measures.

9.2.1 The Setting

We begin with a familiar example, where both the algebra and the geometry
are very simple.

Example 9.3. Let G = R2, Γ = Z2, X = T2, and let H ⊆ R2 be an irrational
line (that is, a line through the origin with irrational slope). We saw in [?,
Sec. ??] how the structure of a probability measure — invariant under an
automorphism of T2 — along such an irrational line can affect the entropy
of a toral automorphism.

Let µ be a probability measure on T2. Since the unit square [0, 1)2 is a
fundamental domain for Z2 in R2 we may also view µ as a measure µ[0,1)2

on [0, 1)2. We extend this to all of R2 by tiling R2 with translates of the unit
square and adding up the translated measures to get

µR2 =
∑
n∈Z2

(
µ[0,1)2 + n

)
where µ[0,1)2 + n is the push-forward of µ[0,1)2 under translation by n.

Finally, notice that G/H ∼= R and so the σ-algebra

BG/H = {B ∈ BR2 | B +H = B}

is easily seen to be countably-generated. Moreover, the atoms of BG/H are
cosets of H in R2 and so the construction of the fiber measures in Section 9.1
applies, and defines for µR2-almost every x a fiber measure (µR2)

BG/H

x and
the leafwise measure can be† defined (up to a proportionality constant) by

µHx = (µR2)
BG/H

x − x,

by which we mean the push-forward of (µR2)
BG/H

x under translation by −x,
so that µHx is a locally finite measure on H.

We now generalize Example 9.3. Let G be a σ-compact group with a left-
invariant metric d defining its topology, and let Γ 6 G be a discrete subgroup.
We write I ∈ G for the identity element, and we will also assume that dG is
a proper metric, meaning thatneed to check the

proof: it probably
suffices to assume
that H has a proper
metric — this would
be a much weaker
assumption as H is
abelian or nilpotent
most of the time —
For H the assump-
tion is definitely
used

† Our definition below will be x− (µR2 )
BG/H
x since in general only h : x 7→ xh−1 will be

an action of the group H on X.
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BGr (I) = {g ∈ G | dG(g, I) 6 r}

is compact for any r > 0. The typical examples we have in mind include the
following:

• Γ = Zn 6 G = Rn (with quotient space a torus);
• Γ = Qn 6 G = AnQ (with quotient space a solenoid);
• G = SLn(R) (or any closed linear group) and Γ = SLn(Z) (or a discrete

subgroup in a closed linear group).

Define π : G → Γ\G to be the natural quotient map g 7→ Γg. Let H 6
G be a closed subgroup, and as before we define the action of H on Γ\G
by h.x = xh−1 for x ∈ X. By the results of Chapter 2 this right action of H
on X is often ergodic unless there are obvious obstructions (for instance, in
Example 9.3, an obvious obstruction would be if H were a rational line);
this means there are very few Borel subsets of X which are H-invariant.
Equivalently, there are very few Borel subsets of X which are unions of H-
orbits.

We define the foliation into H-orbits to be the partition of X into the H-
orbits

FH = {xH | x ∈ X}.

We will sometimes refer to the elements of FH as leaves of the foliation†. In
a typical situation, there is no countably generated σ-algebra A for which
the A -atoms are precisely the leaves of FH (that is, are the H-orbits; see
Exercise 9.2.1).

Nonetheless, we would like to have a description of a probability measure µ
on X along the leaves of FH , and these are what we shall refer to as leafwise
measures. There are various ways to construct these measures; we will use
Section 9.1 after lifting the measure µ to a locally finite measure µG on G
(as in Example 9.3). The advantage of this transition is that in the lifted
situation the H-orbits gH (that is, the left cosets of H) on G are the atoms
of a countably-generated σ-algebra BG/H .

We now proceed to the more general framework, describing how to do the
two steps in Example 9.3 in a more general setting.

Lemma 9.4. Let G be a σ-compact, locally compact group with a left-
invariant proper metric dG defining its topology, let Γ < G be discrete and
define X = Γ\G. Now let µ be a locally finite measure on‡ X. Then there is
a Γ -left-invariant locally finite measure µG on G with the property that∫

f dµG =

∫ ∑
g∈X

f(g) dµ(x)

† We will use this terminology for any group H, even if H is, for example, a p-adic group.
‡ For now ignore the change of notation, or see Remark 9.11.

Page: 277 job: VolumeIII macro: svmono.cls date/time: 15-Dec-2016/17:58
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for any continuous function f with compact support, and for any non-negative
measurable function f .

The sum
∑

g∈x f(g) on the right-hand side in Lemma 9.4 is a function
on X, so that the integral makes sense.

Proof. This is clear from the Riesz representation theorem, since the right-
hand side defines a positive linear functional on Cc(G); Γ -invariance of µG

follows from the (manifest) Γ -invariance of this functional. The extension
to non-negative measurable functions follows by the monotone convergence
theorem. �

An alternative description of the measure µG in Lemma 9.4 comes from
emulating Example 9.3 directly. If F ⊆ G is a fundamental domain of X (that
is, a Borel set for which π restricted to F is a Borel isomorphism† between F
and X = Γ\G), we can identify µ with a measure µF on F and then define

µG =
∑
γ∈Γ

γ∗µF .

Applying Lemma 9.4 to f = 1B for a Borel subset B ⊆ F shows that this is
the same construction.

Lemma 9.5. Let G be a σ-compact, locally compact group with a left-
invariant proper metric d, and let H be a closed subgroup of G. There is
a countably-generated σ-algebra BG/H ⊆ BG whose atoms are the cosets gH
for g ∈ G.

Proof. Since G has a left-invariant metric d, it also has a right-invariant
metric defined by

dr(g1, g2) = d(g−1
1 , g−1

2 )

for g1, g2 ∈ G. Just as for X we can make the left coset space G/H into a
metric space by letting

dG/H(g1H, g2H) = inf
h∈H

dr(g1, g2h).

The canonical quotient mapG→ G/H is continuous and open, soG/H is a σ-
compact metric space. The Borel σ-algebra on G/H is countably-generated
(by the countable set of metric balls with rational radius centered at points
in a dense countable set, for example), and we identify this σ-algebra with a
sub-σ-algebra BG/H of BG whose atoms will be the cosets gH as required.
�

Using the argument above, and the results of Section 9.1, we have for
almost every g ∈ G a locally finite fiber measure (µG)

BG/H

g supported

† A map φ : Y1 → Y2 is called a Borel isomorphism if φ is bijective, measurable with respect

to the Borel σ-algebra, and φ−1 is also measurable with respect to the Borel σ-algebra.

Page: 278 job: VolumeIII macro: svmono.cls date/time: 15-Dec-2016/17:58
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on gH. By moving these fiber measures to H (using the inverse of the orbit
map φg(h) = h.g for h ∈ H) we will obtain the definition and basic properties
of the leafwise measures.

9.2.2 Main Properties of the Leafwise Measures

Theorem 9.6. Let G,Γ,H,BG/H , and† X = Γ\G be as above. Let µ be a
locally finite measure on X. Then there exists a set X ′ ⊆ X of full µ-measure,
and for every x ∈ X ′ a leafwise measure µHx which has the following proper-
ties.

(1) µHx is a locally finite measure on H.
(2) The identity I lies in SuppµHx , that is µHx (BHδ ) > 0 for any δ > 0.

By (1) and (2) we may normalize µHx so that µHx (BH1 ) = 1. Furthermore,

(3) The map x 7→ µHx is measurable (that is, for any function f ∈ Cc(H), or
for any non-negative measurable function f on H, the map x 7→

∫
H
f dµHx

is Borel measurable).
(4) Moreover, for x, h.x ∈ X ′ with h ∈ H we have

µHh.xh ∝ µHx ,

where µHh.xh is the push-forward of µHh.x under right-translation by h.
(5) Write µG for the induced Γ -left-invariant measure on G. Then for µG-

almost every g ∈ G we have x = π(g) ∈ X ′ and

(µG)
BG/H

g ∝ µHx .g,
where we simply write µHx .g for the push-forward (φg)∗ µ

H
x under the

map φg : h ∈ H 7→ h.g obtained by letting the varying h ∈ H act on
a fixed g ∈ G.

The formula µHh.xh ∝ µHx may be interpreted as saying that the leafwise
measures define measures

µHh.x.(h.x) =
(
µHh.xh

).x ∝ µHx .x
on the H-orbit H.x which are independent of the chosen starting point

x ∈ (H.x) ∩X ′

apart from a factor of proportionality which may depend on x. Note, however,
that µHx .x may not itself be a locally finite measure on X. For this reason we

† Again ignore the strange fonts for now, or if you have to then look at Remark 9.11 right

away.
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avoid working directly with µHx .x and instead work with the orbits in G. An
overview of the situation is given in Figure 9.2.

pipix

pi

X

Xtilde

ahorbit

ag
o
rb

it

xtilde

Fig. 9.2 A close return of the H-orbit through x to x is lifted to a close visit of the H-
orbit through g to some γg. Hence a locally finite measure on the H-orbit of g may not

correspond to a locally finite measure on the H-orbit of x
.

maybe the tower in
the Figure doesn’t
have to be as tall?

Before we turn to the proof of Theorem 9.6 we describe the sense in which
the leafwise measures µHx describe µ along the leaves of FH (that is, along
the H-orbits).

Definition 9.7. A countably-generated σ-algebra A ⊆ BY for some mea-
surable set Y ⊆ X is said to be H-subordinate if

[x]A = Vx.x = {xh−1 | h ∈ Vx}

for some open bounded set Vx ⊆ H and every x ∈ Y .

Definition 9.8. We say a set P ⊆ X is an open H-plaque if P = V.x for
some x ∈ X and some open bounded set V ⊆ H.

Corollary 9.9. In the notation and with the hypotheses of Theorem 9.6, as-
sume in addition that for almost every x ∈ X the map H 3 h 7→ h.x is
injective, let Y ⊆ X be a measurable set of finite measure, and let A ⊆ BY

be an H-subordinate σ-algebra on Y . Then the conditional measures for A
are

(µ|Y )
A
y =

(
1

µHy (Vy)
µHy |Vy

)
.y (9.6)
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for almost every y ∈ Y with [y]A = Vy.y and Vy ⊆ H; that is they are obtained
from the corresponding restrictions of the leafwise measures.

Corollary 9.9 will be proved on p. 291. We will show in Section 9.2.4
the existence of special H-subordinate σ-algebras, which we will call (H,R)-
flowers. In fact one can use such σ-algebras to define the leafwise measures(30).

We will also be interested in the behavior of null sets with respect to the
leafwise measures as in the next corollary.

Corollary 9.10. Let X = Γ\G, H, and µ be as in Theorem 9.6, and let N
be a null subset of X. Then

µHx ({h ∈ H | h.x ∈ N}) = 0

for almost every† x ∈ X.

Remark 9.11. The reader may have noticed that we use the notation G and X
instead of G and X in many of the above results. The reason for that is that
the above results are sometimes used in the following slightly stronger form.

Let Ω be a compact metric space, let us refer to it as the auxiliary space.
Then we define X = X × Ω and G = G × Ω (so that if Ω is a singleton we
may identify G with G and X with X). Both actions, the action of Γ on the
left and the action of G on the right extend to G by letting the action be
trivially on Ω. More precisely, if g = (g, ω) ∈ G, γ ∈ Γ , and h ∈ G, then
we define γg = γ(g, ω) = (γg, ω) and h.g = gh−1 = (gh−1, ω). In that sense
we still have X = Γ\G and G (and so also its subgroup H < G) still has a
well-defined right action on X.

There are a few reasons why we simply hide the extension of the results
in the notation instead of putting the generalization full-fledged into the
above statements. First, the extension is only used in some applications of the
results here and comes basically for free, i.e. the proofs are not getting more
complicated unless we would allow the notation to become more complicated.
Second, as all standard Borel spaces are Borel isomorphic ([]) we could even need a good ref
assume that the auxiliary space Ω is a compact metric group (for example,
setting it equal to T) and replace G by the group G × Ω but as we do
not want to add this theorem to our prerequisites and in our application
of the extension Ω is by definition usually not a group we have chosen the
compromise of hiding the extension in the notation.

For the discussion in this section we also note some corollaries of this
extended definition. If FG is a fundamental domain for Γ in G then FG =
FG × Ω is a fundamental domain for Γ in G. Moreover, if BG/H is the
countably generated σ-algebra in G which has the atoms gH for g ∈ G
then BG/H = BG/H×BΩ is the countably generated σ-algebra whose atoms
are once more the H-orbits H.g = gH = gH × {ω}.

† Strictly speaking, we should say here for almost every x ∈ X′ as µHx is not defined

for x ∈ XrX′, but as X′ has full measure itself this amounts to the same.
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9.2.3 Proof of Theorem 9.6 — Construction of
Leafwise Measures

We start by using Proposition 9.2 to construct µHx for x ∈ X ′.
Proof of Theorem 9.6. Given the measure µ on X = Γ\G as in the theo-
rem, construct ν = µG using Lemma 9.4. Now let A = BG/H be the σ-algebra
on G whose atoms are the cosets gH for g ∈ G (as in Lemma 9.5). Applying
Proposition 9.2, we obtain the fiber measures νA

g for all g ∈ G′, where G′ ⊆ G
is a set of full µG-measure. Since Γ is countable and preserves the measure µG

under its left-action, we may assume that ΓG′ = G′. Moreover, γA = A for
all γ ∈ Γ (indeed, for all γ ∈ G), so by Proposition 9.2(4) we may assume
that

γ
(
νA
g

)
∝ νA

γg (9.7)

for all γ ∈ Γ and g ∈ G′, where we simply write γ(νA
g ) for the push-forward

of νA
g under left-multiplication by γ. Now let F ⊆ G be a fundamental domain

for the action of Γ on G, so that we can define

µHx =
(
φ−1
g

)
∗

(
νA
g

)
for x ∈ X ′ = π(G′) where g ∈ F is the unique element with π(g) = x
and φg : H → G is defined by φg(h) = h.g as in the statement of the
theorem. Notice that νA

g is a locally finite measure on G that is supported
on gH, which is precisely the image of φg. Hence, taking the push-forward
under φ−1

g makes sense and we see that µHx is a locally finite measure on H.
Therefore (5) holds by definition for g ∈ G′ ∩ F . If now g ∈ G′ and γ ∈ Γ
has γg ∈ G′ ∩ F then, by (9.7),

µHx =
(
φ−1
γg

)
∗ ν

A
γg ∝

(
φ−1
γg

)
∗

(
γνA

g

)
=
(
φ−1
g

)
∗ ν

A
g

since
φ−1
γg

(
γgh−1

)
= h = φ−1

g (gh−1)

for all h ∈ H. Therefore, (5) holds for any x ∈ G′. It is clear from Proposi-
tion 9.2 that (1) holds.

In order to prove (2) it is enough to prove the translated statement

g ∈ Supp νA
g

for ν-almost every g ∈ G. To see this, choose a countable dense sub-
set {g1, . . . , gk, . . . } ⊆ G. Now apply Proposition 9.2(1) and find a null set N
so that

νA
g

(
BG

1/n(gk)
)
> 0

for all g ∈ G′ ∩BG
1/n(gk)rN , k > 1 and n > 1, which implies by density that
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νA
g

(
BG

2/n(g)
)
> 0

for all g ∈ G′rN , which means that g ∈ Supp νA
g . Recall now that

φg : H → H.g = gH

is a homeomorphism, and hence I ∈ Supp
(
φ−1
g

)
∗ ν

A
g . This proves (2), and

also shows that we may modify our definition of µHx by a multiplicative scalar
as indicated in the theorem.

Assume now that x1 = π(g1), x2 = π(g2), and that x2 = h.x1 as assumed
in (4). We may choose g1 and g2 such that g2 = h.g1. Then

φg2(h′) = h′.g2 = h′h.g1 = φg1(h′h)

and so by property (5) of the theorem, Proposition 9.2(2) and since φ−1
g1

coincides with φ−1
g2 followed by right multiplication with h, we have

µHx1 ∝
(
φ−1
g1

)
∗ ν

A
g1 ∝

(
φ−1
g1

)
∗ ν

A
g2 =

((
φ−1
g2

)
∗ ν

A
g2

)
h,

as required for (4).
It remains to show (3). Fix a function f ∈ Cc(H). We claim that

ψ : g 7−→
∫
f(h) dνA

g (h.g)

is measurable. Recall that νA
g is supported on H.g, and that H.g is homeo-

morphic to H, so writing the variable in the integral as h.g makes sense. This
then implies the same property for any non-negative measurable function f
on H, and in particular for f = 1BH1

(the indicator function of the open unit

ball in H which is used to normalize µHx ), so (3) will follow.
To see that g 7−→ ψ(g) is indeed measurable, we recall that by Proposi-

tion 9.2 the integral

Ψ(g) =

∫
F (g′) dνA

g (g′) (9.8)

is a measurable function of g ∈ G whenever F > 0 is a measurable function
on G, or alternatively whenever F ∈ Cc(G). Note that the definition of ψ
differs from the definition of Ψ in that for ψ the integrand f(h) depends also
on g (since h is the offset between g′ = h.g and g), whereas in Ψ only the
measure depends on g. Nonetheless the measurability extends from Ψ to ψ
by the following continuity argument.

By the Tietze–Urysohn extension theorem, there exists some F0 ∈ Cc(G)
with F0|H = f . As G is separable there exists a sequence (gk)k>1 in G with

G =

∞⋃
k=1

BG1/n(gk)
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for every n > 1. We now define†

Ψn(g) =

∫
F0

(
(g′)−1gk

)
dνA

g (g′)

where we choose k = kn(g) > 1 minimally with the property that

g ∈ BG
1/n(gk).

In other words, g 7→ Ψn(g) is piecewise equal to functions defined as in (9.8).
Hence g 7→ Ψn(g) is measurable. We claim that

lim
n→∞

Ψn(g) = ψ(g)

for all g ∈ G. Indeed, for g ∈ G and kn(g) > 1 minimal as in the definition
of Ψn(g) we have

lim
n→∞

gkn(g) = g,

and so
lim
n→∞

F0

(
(g′)−1gkn(g)

)
= F0

(
(g′)−1g

)
,

where the convergence takes place in Cc(G). Since νA
g is locally finite, we can

apply dominated convergence. Moreover, for g′ = h.g = gh−1 ∈ gH,

lim
n→∞

F0

(
hg−1gkn(g)

)
= F0(h) = f(h)

so that limn→∞ Ψn(g) = ψ(g) as claimed. It follows that ψ is measurable,
and (3) follows as discussed earlier. �

Proof of Corollary 9.10. Let N ⊆ X be a null set, and let NG = π−1(N)
be its pre-image in G. Then µG(NG) = 0 by Lemma 9.4. Therefore,

µG|BG
R

(NG) = 0

and so
(µG)

BG/H

g

(
NG ∩BG

R

)
= 0

for all R > 1 and µG-almost every g, so we also have

(µG)
BG/H

g (NG) = 0.

The corollary follows from Theorem 9.6(5). �

† We write g for the group component of the tuple g(g, ω) =∈ G.
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9.2.4 H-subordinate σ-algebras

The following notion is useful for the construction of H-subordinate σ-
algebras. For convenience, we introduce the notation BHr for BHr (I), the
metric open ball of radius r around the identity in H.

Definition 9.12. Let H 6 G be a closed subgroup, and let Γ 6 G be dis-
crete. Let δ ∈ (0, 1] and R > 1. A subset T ⊆ X = Γ\G is an (R, δ)-cross-
section for H at x0 ∈ X if

(1) BXδ (x0) ⊆ BH1 · T , and
(2) the natural map BHR × T → BHR · T is injective and bi-measurable†.

T

Bdx0

B1H

Fig. 9.3 As we will see later, in the case of a Lie group the cross-section T may be chosen

as a line transverse to the H-orbit through the center of the δ-ball BX
δ (x).

Proposition 9.13. With the assumptions of Definition 9.12, let x0 be a point
in X = Γ\G and let R > 1 be chosen so that

BHR 3 h 7−→ h.x0

is injective. Then there exists some δ > 0 and some T ⊆ X = Γ\G which
is an (R, δ)-cross-section for H at x0. In particular, there exists an H-
subordinate σ-algebra A = A (x0, R, δ) on BHR.T for which

[h.t]A = BHR.t
for all h ∈ BHR and t ∈ T .

† This property is actually automatic under the assumed injectivity by Parthasarathy [?],
but it is often quite easy to show the measurability of the inverse map directly without

using general properties of standard Borel spaces.
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Definition 9.14. Let T ⊆ X = Γ\G be an (R, δ)-cross-section for H at the
point x0 ∈ X. Then the σ-algebra A (x0, R, δ) on BHR.T with atoms BHR.t
for t ∈ T is called an (H,R)-flower with base Bδ(x0).

We will give a proof of Proposition 9.13 for the case where G and H are
Lie groups or S-algebraic groups (see Section 8.1), and for these cases we will
show that T can be chosen to be σ-compact. For the more general setting we
refer to the notes of Einsiedler and Lindenstrauss [?]. Also see Exercise 9.2.2
for the case where G is a finite product of real and p-adic Lie groups and H
is an arbitrary closed subgroup.

Beginning of proof of Proposition 9.13. Assume that R and x0 are
as in the statement of the proposition.† We claim that there exists some η > 0
so that

BHRB
G
η 3 g 7−→ g.x0 (9.9)

is also injective.
Suppose the claim is not true. Then we can find, for every η = 1

n , distinct

elements g
(n)
1 and g

(n)
2 with

g
(n)
1 = h

(n)
1 ε

(n)
1 , g

(n)
2 = h

(n)
2 ε

(n)
2 ∈ BHRBGη

such that g
(n)
1
.x0 = g

(n)
2
.x0. Passing to a subsequence, we may assume that

lim
k→∞

h
(nk)
i = hi

for i = 1, 2. Then h1, h2 ∈ BHR and h1.x0 = h2.x0, which implies that

h1 = h2

by the assumed injectivity. However, this forces

lim
n→∞

g
(n)
1 = lim

n→∞
g

(n)
2 = h1,

which together with the initial assumptions g
(n)
1 6= g

(n)
2 and g

(n)
1
.x0 = g

(n)
2
.x0

gives a contradiction to the injectivity radius at h1.x0. This proves the claim
in (9.9).

Proof of Proposition 9.13: construction for a Lie group. Now
let h = LieH ⊆ g = Lie(G) be the Lie algebras of H and of G. Let V ⊆ g be
a linear complement of h ⊆ g. We let TG ⊆ BGη be the image of a sufficiently
small neighborhood UV of 0 ∈ V under the exponential map. We will show

† As the auxiliary space Ω plays no role in the construction we construct the cross-section T
in X and then may simply use T ×Ω as the cross-section for X.
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that if TG is sufficiently small, then† T = TG.x0 satisfies property (1) of
Definition 9.12 and that it also satisfies a local version of property (2).

First notice that the map

H × V −→ G

(h, v) 7−→ h exp(v)

is differentiable, and that its derivative at the point (I, 0) is given by

h× V −→ g

(w, v) 7−→ w + v,

which is invertible by our choice of V . It follows that the map above is a
local diffeomorphism, and so by choosing TG = exp(UV ) small enough we
may ensure that

BHε × TG −→ BHε TG

is a homeomorphism. Moreover, there exists some δ > 0 with

BGδ ⊆ BH1 TG.

it follows that T = TG.x0 satisfies Definition 9.12(1), and

BHε × T −→ BHε .T
is a homeomorphism.

Finishing the proof of Proposition 9.13. Suppose now that the map

BHR × T → BHR.T
in (2) from Definition 9.12 is not injective. Choose (h1, t1) 6= (h2, t2) with

h1.t1 = h2.t2
and t′1, t

′
2 ∈ TG with ti = t′i.x0 for i = 1, 2 so that (h1t

′
1).x0 = (h2t

′
2).x0. By

the choice of η, the map in (9.9) is injective, and so h1t
′
1 = h2t

′
2. This implies

that (h−1
2 h1)t′1 = t′2, and so d(h−1

2 h1, I) > ε.
Moreover, h−1

2 h1 = t′2(t′1)−1, which implies that

ε 6 d(t′2(t′1)−1, I) 6 diam(TGT
−1
G ) 6 4η.

However, if we shrink η then we can keep ε unchanged, we may replace TG
and T by some smaller subsets and obtain a contradiction. This shows the
injectivity of the map in (2).

† In the case the auxiliary space Ω is not a singleton, we set T = TG.x0×Ω. The argument
trivially generalizes to this case.
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Clearly, BHR × T → BHR.T is measurable, since it is continuous. Since
both BHR =

⋃∞
n=1Kn and T =

⋃∞
m=1 Tm are countable unions of compact

sets, this shows the same property for BHR.Tm =
⋃
n,mKn.Tm. Moreover,

the inverse of the map Kn × Tm → KnTm is also continuous and hence
measurable. This implies that the map in (2) is bi-measurable.

Finally, let A be the image of the σ-algebra

{∅, BHR } ×B(T ) ⊆ B
(
BHR × T

)
under the map from BHR × T to BHR.T . Then the A -atom of h.t is given
by BHR.t for any h ∈ BHR and t ∈ T . �

Notice that the proof above made use of the assumption that G is a Lie
group only in the construction part of the proof. In Section 9.2.5 we will
generalize this construction, and the remainder of the proof will also apply
to the more general setting considered later.

9.2.5 Proposition 9.13 for S-algebraic groups

Now consider a discrete subgroup Γ 6 G and a subgroup H 6 GS defined
by H = HS′ with |S′| < ∞ and with Hσ 6 Gσ for σ ∈ S′. We will now
prove Proposition 9.13 in this context (once again producing a σ-compact
section T ).Manfred needs to

continue checking
things from here

Proof of Proposition 9.13 for S-algebraic groups. As in the begin-
ning of the proof on p. 286, the map from (9.9) is injective for sufficiently
small η > 0. We now replace the construction for a Lie group on p. 286 by a
more algebraic argument.

For every σ ∈ S′ we let hσ = Lie(Hσ) ⊆ Lie(Gσ) ⊆ glr(Qσ) = Matrr(Qσ)
be the Lie algebras of Hσ, Gσ and GLr(Qσ). We set hσ = {0} if σ ∈ SrS′,
and let Vσ ⊆ glr(Qσ) be a linear complement of hσ ⊆ glr(Qσ) for all σ ∈ S.
We now define

TGS = BGSη ∩
∏
σ∈S

(I + Vσ),

where as usual I denotes the r × r identity matrix. We claim that if η > 0
and ε > 0 are sufficiently small, then the map

BHε × TGS −→ BHε · TGS (9.10)

is a homeomorphism, and the image BHε · TGS contains BGSδ for some δ > 0.
Since the map is continuous with compact domain, in order to prove the
claim it is enough to show injectivity and the inclusion BHε · TGS ⊇ BGSδ .
As S′ is finite, for both of these statements it is enough to consider a single
place σ ∈ S′.

So let h0 ∈ Hσ be a non-identity point close to the identity, so that
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h0 = I + w + O(|h0 − I|2σ) (9.11)

for some w ∈ hσ, while on the other hand if w0 ∈ hσ is close to zero then

h = I + w0 + O(|w0|2σ) (9.12)

for some h ∈ Hσ. In fact, if h0 is given, then we can define w as a power
series,

w = log h0 = (h0 − I)− 1
2 (h0 − I)2 + 1

3 (h0 − I)3 − · · · ,

and if w0 is given then we can define h by the power series

h = expw0 = I + w0 + 1
2!w

2
0 + 1

3!w
3
0 + · · · ,

both of which are absolutely convergent if h0 − I (resp. w0) are sufficiently
small.

We now show that (9.11) and (9.12) together imply the injectivity of the
map in (9.10), and that

BHσε .(BGση ∩ (I + Vσ))︸ ︷︷ ︸
Tσ

⊇ BGσδ

for some δ > 0. Here we may assume for convenience that σ 6= ∞ as the
case σ =∞ was discussed earlier.

Suppose therefore that h1, h2 ∈ BHσε and t1, t2 ∈ Tσ with h1.t1 = h2.t2.

Set h = h−1
2 h1 ∈ BHσ2ε and ti = I+vi with vi ∈ Vσ for i = 1, 2. Then by (9.12)

we have

I + w + O(|w|2σ) = h = (I + v2)−1(I + v2 + v1 − v2) =

I + (I + v2)−1(v1 − v2) = I + v

Notice that we have w ∈ h0 and that the the vector v on the right is in a
complementary linear subspace (which is close to the subspace Vσ since v2

is close to zero). We may use this to finish the proof in the following
way. Let φ be the linear map from glr(Qσ) to Vσ with the kernel hσ and
whose restriction to V is the identity. Then for sufficiently small v2 we have
that |v| � |φ(v)| = |φ(w + O(|w|2σ))| = O(|w|2σ). This implies now with the
above identity that w = O(|w|2). Hence if we work with sufficiently small
elements we see that w = 0 and also v = 0 which gives v2 = v1, h = I
and h1 = h2 as required to show injectivity.

Assume now that g ∈ BGσδ for some sufficiently small δ > 0. Then we can
write

g = I + w0 + v0
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290 9 Leafwise Measures

with w0 ∈ hσ, v0 ∈ Vσ of norm not exceeding cδ for some absolute constant c.
We may now apply (9.12) to −w0 to find some h0, and for this h0 we have

gh0 = (I + w0 + v0)
(
I − w0 + O(|w0|2σ

)
= I + v0 + O

(
max{|w0|2σ, |w0|σ|v0|σ}

)
= I + w1 = v1,

with w1 ∈ hσ of norm O
(
δ2
)

and v1 ∈ hσ satisfying |v1− v0|σ = O
(
δ2
)
. Now

apply (9.12) to v0 − w1 to find some h1 with

gh0h1 = I + v1 + O
(
max{|w1|2σ, |w1|σ|v1|σ}

)
= I + w2 + v2

with w2 ∈ hσ of norm O
(
δ3
)

and v2 ∈ hσ with |v2 − v1|σ = O
(
δ3
)
.

We wish to iterate this, so we have to take care of the implicit constant
in the O expressions. However, as we have assumed that the place σ is
finite, the corresponding norm is non-Archimedean. Analyzing the argu-
ment above again gives |w1|σ 6 (cδ)2, |v1 − v0|σ 6 (cδ)2, and (assuming
that cδ < 1) |v1|σ 6 cδ, |w2|σ 6 (cδ)3, and |v2 − v1|σ 6 (cδ)3. The same
argument produces h2, h3, . . . , hn in Hσ for which

gh0h1 · · ·hn → I + v

as n → ∞ for some v ∈ Vσ. Moreover, if δ is sufficiently small (how small
depending on ε) then the elements hn belong to some small compact subgroup
of Hσ, so that we obtain

h0h1 · · ·hn → h ∈ BHσε .

This implies, for sufficiently small δ > 0 (depending on η), that gh ∈ Tσ

and so g ∈ BHσε .Tσ. Thus the map in (9.10) is a homeomorphism onto a
neighborhood of I ∈ GS . Arguing now as we did in finishing the proof of
Proposition 9.13 on p. 287 completes the proof of Proposition 9.13 in the
case of S-algebraic groups. �

Proof of Proposition 9.13 for S-algebraic groups of positive
characteristic. As mentioned in the argument above, Lemma 14.8 proves
the two claims (9.11) and (9.12). These claims were shown on p. 289 using
the assumption of zero characteristic, but the remainder of the argument
(starting on p. 288) did not use this assumption. Thus Proposition 9.13 also
follows in the case where G and H are defined as S-algebraic groups of posi-
tive characteristic. �
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9.2.6 Proof of the corollaries

We now proceed to the proof of Corollary 9.9, for which we will need to
combine Proposition 9.13 with the additional assumption of the corollary.

Proof of Corollary 9.9. Let A be an H-subordinate σ-algebra on Y , and
let x0 ∈ X be chosen so that H 3 h 7→ h.x0 is injective. Let R > 1 be arbitrary.
Then there exists a δ > 0 as in Proposition 9.13, and we let Y1 = BHR.T and
write A (x0, R, δ) for the σ-algebra on Y1 as in that proposition. We will now
compare, for each y ∈ Y1, the leafwise measures µHy with the conditional

measures (µ|Y1
)
A (x0,R,δ)
y and then (for y ∈ Y ∩ Y1) the latter to (µ|Y )

A
y .

Assume that y = h.t ∈ Y1 with h ∈ BHR and t ∈ T . We claim that

µA (x0,R,δ)
y =

1

µHy (BHR h
−1)

(
µHy |BHR h−1.y

)
.

almost surely. For this, notice that (Y1,A (x0, R, δ), µ|Y1
) is isomorphic to

(BHR.TG,BG/H , µG|BHR.TG),

where TG ⊆ G is bounded and has the property that the natural pro-
jections π|TG to T and π|BHR.TG to BHR.T are bi-measurable†. Therefore,

if y = h.t ∈ Y1 and tG ∈ TG with π(tG) = t, then by the argument above and
Proposition 9.2(1), we have

µ
A (x0,R,δ)
h.t = π∗

((
µG|BHR.TG

)BG/H

h.tG

)
∝ π∗

(
(µG)

BG/H

h.tG |BHR.TG
)

almost surely. By the construction of µHh.t from Theorem 9.6(5), we have
moreover

(µG)
BG/H

h.tG ∝ µHh.t.(h.tG),

which implies for y = h.t ∈ Y1 that

µA (x0,R,δ)
y =

1

µHy (BHR h
−1)

(
µHy |BHR h−1.y

)
(9.13)

almost surely.
We now need to describe the relationship between the conditional measures

of A |Y1 and of A (x0, R, δ)|Y . Define C = A |Y1 ∨ A (x0, R, δ)|Y ⊆ B(Y2)
for Y2 = Y ∩ Y1. We will need the following lemma.

Lemma 9.15. Let (Y,B, µ) be a finite measure space with Y a Borel subset
of a compact metric space Y . Let A ⊆ C ⊆ B be countably-generated σ-
algebras. Suppose that for any x ∈ Y the A -atom [x]A is a countable union

† Strictly speaking we should write BG/H |BT
R
.TG instead of just BG/H , but the context

should make this clear.
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of C -atoms [y]C (with y ∈ [x]A ). Then

µC
x =

1

µA
x ([x]C )

µA
x |[x]C

for µ-almost every x ∈ Y .

Proof. This is a special case of the formula
(
µA
x

)C
x

= µC
x for A ⊆ C ⊆ B

proved in [?, Prop. 5.20]. Alternatively, one can check the claim directly
(just as in the proof of Lemma 9.1) in the case where C coincides with the
refinement of A with a finite partition. Then one can choose a countable
generating set {C1, C2, . . . } for C and define

Cn = A ∨ σ ({C1, . . . , Cn}) .

By induction, the lemma holds for any Cn. Hence if f ∈ L∞, then

E(f
∣∣Cn)(x) =

1

µA
x ([x]Cn)

∫
[x]Cn

f(y) dµA
x (y)

converges to E(f
∣∣C )(x) by the increasing martingale theorem†, respectively

to
1

µA
x ([x]C )

∫
[x]C

f(y) dµA
x (y)

if µA
x ([x]C ) 6= 0. We claim that

N = {x | µA
x ([x]C ) = 0}

is a null set. To see that N is measurable, notice that

µA
x ([x]C ) = lim

n→∞
µA
x ([x]Cn)

is a limit of measurable functions. Now

µ(N) =

∫
Y

µA
y (N) dµ(y)

and recall that, by assumption, [x]A =
⋃
y∈[x]A

[y]C is a countable union.

This implies that µA
y (N) = 0 for all y ∈ Y , and so µ(N) = 0. Using a

countable dense set of functions in C(Y ), the lemma follows. �

We return to the proof of Corollary 9.9. We wish to apply Lemma 9.15
to C and to A |Y1 . Thus we need to show that the A |Y1 -atoms are countable
unions of C -atoms. By assumption, every A -atom [y]A for y ∈ Y is an
open H-plaque, that is a set of the form [y]A = Vy.y for Vy ⊆ H an open

† See [?, Th. 5.5]; this generalizes immediately from the case of a probability space to a

finite measure space (see also the footnote on p. 269).
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neighborhood of I ∈ H. If y ∈ Y , then the set {h ∈ H | h.y ∈ Y1} is also
open. Hence [y]A |Y1 are open H-plaques as well. Similarly, it follows that
the atoms of A (x0, R, δ)|Y and of C are open H-plaques. However, since by
assumption H is second-countable, we see that [x]A |Y1 (resp. [x]A (x0,R,δ)|Y )
must be a countable union of C -atoms. Therefore by Lemmas 9.1 and 9.15
applied twice, we see that for µ-almost every x ∈ Y2,

µA
x |[x]C ∝ µ

A |Y1
x |[x]C ∝ µ

C
x ∝ µA (x0,R,δ)|Y

x |[x]C ∝ µ
A (x0,R,δ)
x |[x]C .

Now let x ∈ Y ∩BX
δ (x0) and Vx ⊆ H be chosen with [x]A = Vx.x. Then

BHR−1
.x ⊆ [x]A (x0,R,δ) ⊆ Y1

and hence
(
Vx ∩BHR−1

).x ⊆ [x]C = [x]A ∩ [x]A (x0,R,δ).
Together with (9.13) this shows that

µA
x |BHR−1

.x ∝ µA (x0,R,δ)
x |(Vx∩BHR−1).x ∝ µHx |Vx∩BHR−1

.x
for µ-almost every x ∈ Y ∩Bδ(x0). If Vx ⊆ BHR−1 then the statement above is
precisely (9.6) from Corollary 9.9.

It remains to show that, for every R > 1 there exists a countable collection
of (H,R)-flowers with base Bδn(xn) such that

µ

(
Y ∩

∞⋃
n=1

Bδn(xn)

)
= µ(Y ).

Then the argument above gives the corollary. �

Proposition 9.16. Under the assumptions of Corollary 9.9 there exists (for
every R > 1) a countable collection {xn} ⊆ X and a sequence (δn) in (0, 1]
for which the (H,R)-flowers A (xn, R, δn) with base Bδn(xn) exist and satisfy

µ

(
Y ∩

∞⋃
n=1

BXδn(xn)

)
= µ(Y ).

Proof. By assumption, µ-almost every x ∈ X has the property that the
map θx : H → H.x is injective. Let

O =
⋃

(x,δx)

Bδx(x),

where the union is over all δx-balls around points x ∈ Y for which the σ-
algebra A (x, R, δx) exists by Proposition 9.13. However, as X is second count-
able, Y is also, and hence O can be written as a countable union Bδxn (xn) of
a subcollection of these balls. Therefore µ(O ∩ Y ) = µ(Y ). �
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9.2.7 Growth Rate of the Leafwise Measures†

We have seen and used in several settings the properties of the space M (X)
of Borel probability measures on a compact metric space X, together with
the weak*-topology. This topology is given by a metric (see [?, Th. B.11]
for the details) and in this topology M (X) is compact. If X is a compact
metric space and µ is a Borel probability measure on the Borel σ-algebra BX ,
then for any sub-σ-algebra A we may construct the conditional measures µA

x

for almost every x ∈ X (see [?, Sec. 5.3]). In this case we may understand
something of the geometry of these constructed measures by noting that
they all lie in the compact metric space M (X). This allows us to ask if, for
example, the map x 7→ µA

x has regularity properties, is measurable, and so
on.

It would be useful to find a similar compact metric space in which the
leafwise measures constructed in Section 9.2 live. The discussion below is
taken from the lecture notes of Einsiedler and Lindenstrauss [?, Para. 6.29-
30], where the proof of the theorem below is given.

Recall that we assume that µHx (BH1 ) = 1 almost surely. Unfortunately this
conceals any of the real geometric properties of the leafwise measures. For
example, this normalization does not give any insight into the size of larger
metric balls BHn with respect to the measure µHx . We also have to confront the
fact that the measures being constructed are locally finite rather than finite.
In particular, because we do not know a bound on the size of µHx (BH2 ), after
the normalization above, the leafwise measures do not belong to a compact
subset of the space of Radon(31) measures, which may be topologized using
the weak*-topology induced by the functions in Cc(H).

An alternative approach is therefore to measure the growth in µHx (BHn ),
and use this to make an adapted normalization resulting in values in a com-
pact metric space. We will not prove or use this theorem.

Theorem. Assume, in addition to the assumptions of Theorem 9.6 and
Corollary 9.9, that µ is a Borel probability measure on X, and that the
group H is unimodular with bi-invariant Haar measure λH . Fix a sequence
of positive weights (bn) with

∑∞
n=1 b

−1
n <∞, and an increasing sequence (rn)

with rn →∞ as n→∞. Then

lim
n→∞

µHx
(
BHrn

)
bnλH

(
BHrn+5

) = 0

for µ-almost every x ∈ X.

That is, the leafwise measure of a sequence of large metric open balls BHrn
cannot grow asymptotically much faster than the Haar measure of a sequence

† The reader may skip this section as the approach will not be used in the book.
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of slightly larger metric open balls. This allows us to define† — in many
different ways — a function

f : H → R>0

which is integrable with respect to the measure µHx for almost every x ∈ X.
In particular, we can normalize µHx so as to guarantee that∫

H

f(h) dµHx (h) = 1,

and with this normalization all of the leafwise measures µHx lie in the com-
pact metric space of Radon measures on H with

∫
H
f dν 6 1, equipped with

the weak*-topology induced by the space of continuous functions with com-
pact support. With this understanding, it makes sense to ask if x 7−→ µHx
is measurable, and this follows from the measurability referred to in Theo-
rem 9.6(3).

We will not need the theorem above, and refer to the notes of Einsiedler
and Lindenstrauss [?] for the proof. Instead we will use the set-up of the next
subsection to interpret the measurability of the map x 7→ µHx .

9.2.8 Measurability of Leafwise Measures as a Map

true ? where is this
used first?

‡ Just as in Section 9.2.7, our aim is to provide a compact metric space M
so that we may interpret the leafwise measures µHx as elements of M , and
thereby interpret Theorem 9.6(3) by saying that the map from X to M is
measurable with respect to the Borel σ-algebras. In this section we explain a
less informative but easier approach to this.

Recall that for any compact metric space Y the weak*-topology on M (Y )
makes M (Y ) into a compact metric space (see [?, Sec. B.5]). It follows that

M =

∞∏
n=1

M (Qn) (9.14)

is also a compact metric space, whenever (Qn) is a sequence of compact
subsets of H. Below we will also assume that I ∈ Qon for all n, and

H =

∞⋃
n=1

Qon.

† For example, we could define f(x) = 1/
(
b2nλH

(
BTrn+5

))
for x ∈ BTrnrB

T
rn−1

, for each n >
1.
‡ The reader may postpone reading this section, as it will be used first in Chapter 10.
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296 9 Leafwise Measures

For example, we could use Qn = BHn for all n > 1.

Corollary 9.17. Under the assumptions of Theorem 9.6 we have the follow-
ing.

(1) The map

X ′ 3 x 7−→
(
µHx |Q1

µHx (Q1)
, . . . ,

µHx |Qn
µHx (Qn)

, . . .

)
(9.15)

is measurable as a map from X ′ to the compact metric space M defined
in (9.14).

(2) (Lusin’s theorem for leafwise measures) For any ε > 0 there exists a com-
pact set K ⊆ X of measure µ(K) > 1 − ε such that the map in (9.15) is
continuous when restricted to K.

Proof. We start with the second statement. Let n > 1 and f ∈ C(Qn).
Then

x 7→ 1

µHx (Qn)

∫
f1Qn dµHx (9.16)

defines a function X ′ → R which depends measurably on x ∈ X ′. Thus by
Lusin’s theorem (see [?, Th. A.20]) for every ε′ > 0 there exists a compact
set K = K(ε′) ⊆ X ′ of measure at least 1 − ε′ for which the restriction of
the map in (9.16) depends continuously on x ∈ K.

If now Dn = {fn,k | k > 1} ⊆ C (Qn) is a dense countable set, then one
can apply the argument above for any f = fn,k with ε′ = ε

2n+k to obtain
sets Kn,k. Let

K =

∞⋂
n,k=1

Kn,k,

so that µ(K) > 1−ε. Then the function (9.16) depends continuously on x ∈ K
for any fn,k ∈ Dn. However, notice that (9.16) for fn,k converges uniformly
to (9.16) for f whenever fn,ki converges uniformly to f ∈ C(Qn). Hence we
conclude that (9.16) is continuous for any f ∈ C(Qn) when restricted to K.
As this holds for any n > 1, we see that the pre-image of any set of the form

O =

{
(νn) ∈M |

∣∣∣∣∫ f dνn − r
∣∣∣∣ < ε

}
(9.17)

for f ∈ C(Qn), r ∈ R and ε > 0 intersected with K is open. The sets of the
shape (9.17) generate the topology of M by taking finite intersections and
countable unions, so property (2) follows by taking unions and intersections
of such sets.

For property (1), it is sufficient to consider countable unions of intersec-
tions of sets of the form (9.17) since M is compact and metric, and hence
second countable. Thus it is enough to show that the pre-image of O under
the map in (9.15) is measurable. This pre-image is given by
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9.3 Characterizing Properties of µ Along H-Orbits 297{
x ∈ X ′ |

∣∣∣∣ 1

µHx (Qn)

∫
f1Qn dµHx − r

∣∣∣∣ < ε

}
,

which is measurable by Theorem 9.6(3). �

Exercises for Section 9.2

Exercise 9.2.1. LetH be a σ-compact, locally compact, metric, group acting continuously

on a σ-compact locally compact metric space X. Assume that there is an H-invariant
ergodic probability measure on X which does not give measure one to any single H-orbit.

Show that there is no countably-generated σ-algebra A with the property that the A -
atoms are the H-orbits.

Exercise 9.2.2. LetG =
∏
σ∈S Gσ be a product of real (corresponding as usual to σ =∞)

and p-adic Lie groups†. Let H be a closed subgroup of G. Show that there exists an open

subgroup H0 6 H which is a product
∏
σ∈S Hσ of closed subgroups Hσ 6 Gσ . Prove

Proposition 9.13 (once again with a σ-compact T ) in this case.

Exercise 9.2.3. Let X = Γ\G, µ, and H be as in the statement of Theorem 9.6. For a
measurable set B ⊆ X, show that

(µ|B)Hx ∝ µ
H
x |{h∈H|h.x∈B}.

Exercise 9.2.4. Let G, Γ , X and H be as in Example 9.3, and let µ be the one-dimensional

Lebesgue measure on T× {0}. Describe the leafwise measures µHx for x ∈ T2.

9.3 Characterizing Properties of µ Along H-Orbits

We continue working under the assumptions of Theorem 9.6 and, where ap-
propriate, Corollary 9.9.

9.3.1 Triviality and Alignment

Definition 9.18 (H-trivial measures). Let H 6 G be a closed subgroup.
A locally finite measure µ on X = Γ\G is called H-trivial if there is a mea-
surable set X ′ ⊆ X of full measure for which x, h.x ∈ X ′ for some h ∈ H
implies that h = I, the identity of H.

Definition 9.19 (Trivial conditional measures). The leafwise measures µHx
associated to a locally finite measure µ on X and a closed subgroup H 6 G

† We define a p-adic Lie group as a topological group which has an open subgroup that is

isomorphic as a topological group to a closed linear subgroup of SLn(Qp) for some n > 1.

Page: 297 job: VolumeIII macro: svmono.cls date/time: 15-Dec-2016/17:58



298 9 Leafwise Measures

are said to be trivial if µHx = δI , the point mass at the identity, for almost
every x ∈ X.

Lemma 9.20 (Characterizing H-trivial measures). A locally finite mea-
sure µ on X is H-trivial if and only if the associated leafwise measures are
trivial.

Proof. Suppose the leafwise measures are trivial, and let X ′ ⊆ X be a set
of full measure such that µHx = δI for x ∈ X ′ and on which Theorem 9.6(4)
holds. Then, if x1, x2 ∈ X ′ satisfy x2 = h.x1, we have

δI = µHx2 ∝ µ
H
x1h
−1 = δIh

−1,

so h = I and µ is H-trivial.
If µ is H-trivial, let X ′ be the set in Definition 9.18 so that N = XrX ′

is a null set. Then by Corollary 9.10 we have µHx (Hr{I}) = 0 for almost
every x, so µHx = δI almost everywhere. �

As we have seen the following property is useful in the proof of the measure
classification for unipotent flows in Chapter 6.

Definition 9.21 (Aligned measures). Let L 6 H 6 G be closed sub-
groups. A locally finite measure µ on X is called (H,L)-aligned if there is a
measurable set X ′ ⊆ X of full measure for which x, h.x ∈ X ′ for some h ∈ H
implies that h ∈ L.

Lemma 9.22 (Characterizing (H,L)-aligned measures). Let L 6 H 6
G be closed subgroups. A locally finite measure µ on X is (H,L)-aligned if and
only if the leafwise measure for H satisfy µHx (LrH) = 0 for µ-a.e. x ∈ X.

The proof of Lemma 9.20 extends to also give a proof of the above (see
Exercise 9.3.1).

9.3.2 Recurrence and Transience

Another interesting property of µ with respect to the action of H (of inter-
mediate strength) that can be characterized using the leafwise measures is
recurrence. The results in this section go back to the work of Lindenstrauss
on arithmetic quantum unique ergodicity [?].

Definition 9.23. Let X be a σ-compact, locally compact metric space, let µ
be a locally finite measure on X, and let H be a σ-compact, locally compact
metric group that acts continuously on X. Then µ is said to be H-recurrent if
for every measurable set B ⊆ X of positive measure, and for almost every x ∈
B, the set {h ∈ H | h.x ∈ B} is unbounded† in H.

† By assumption on the metric, a subset of H is unbounded if and only if its closure is not

compact.
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9.3 Characterizing Properties of µ Along H-Orbits 299

Theorem 9.24. Let X = Γ\G be as in Theorem 9.6, and let µ be a finite
measure on X with the property that H → H.x is injective for µ-almost
every x where H 6 G is a closed subgroup. Then µ is recurrent with respect
to the H-action on X if and only if µHx (H) =∞ for µ-almost every x ∈ X.

Proof. Assume that µ is recurrent with respect to the right H-action.
Let Y = {x : µHx (H) < ∞}, and suppose that µ(Y ) > 0. Then, if n is
sufficiently large, we may assume that the set

Y ′ = {x ∈ Y : µHx (BHn ) > 9
10µ

H
x (H)}

also has µ(Y ′) > 0. We claim that for y ∈ Y ′, the set of return times to Y ′,

{h | h.y ∈ Y ′},
is almost surely a subset of ⊆ BH2n. Since µ(Y ′) > 0, this then shows that µ is
not H-recurrent. To see the claim, pick any return time h. By the definition of
the set Y ′, we know that µHy (BHn ) > 9

10µ
H
y (H) and µHh.y(BHn ) > 9

10µ
H
h.y(H).

On the other hand, by Theorem 9.6(4) we know that µHh.yh ∝ µHy almost
surely, so

µHy (BHn h) > 9
10µ

H
y (Hh) = 9

10µ
H
y (H).

Thus the sets BHn and BHn h both contain more than 9
10 of the µHy measure,

so BHn ∩BHn h 6= ∅. Thus h ∈ (BHn )−1BHn , as claimed.
Now assume (for the purposes of a contradiction) that the leafwise mea-

sures satisfy µHx (H) = ∞ for µ-almost every x ∈ X, but that µ is not H-
recurrent. Then there exists some measurable set B ⊆ X of positive measure
for which it is not true that {h ∈ H | h.x ∈ B} is unbounded for almost
every x. We will replace the set B by subsets of B through the proof, always
retaining this property and positive measure, by adding additional properties.

If (Kn) with Kn ⊆ B is a sequence of compact sets with

µ

Br⋃
n>1

Kn

 = 0,

then it follows that there is some compact set K = Kn ⊆ B for which it is
also not true that {h ∈ H | h.x ∈ K} is unbounded for almost every x ∈ K.

Given any R ∈ N, the set

LR = Kr
(
(HrBHR ).K)

is measurable (since K is compact and HrBHR is σ-compact) and comprises
the set of points x ∈ K for which {h ∈ H | h.x ∈ K} ⊆ BHR . By assumption,
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300 9 Leafwise Measures

µ

⋃
R>1

LR

 > 0

and so there exists some L = LR with µ(L) > 0 and {h ∈ H | h.x ∈ L} ⊆ BHR
for all x ∈ L. Applying Proposition 9.16 to R+ 2, we may find some x0 ∈ X
and some δ > 0 such that µ (L ∩Bδ(x0)) > 0, and the (H,R+ 2)-flower

A = A (x0, R+ 2, δ)

with base Bδ(x0) exists. Changing B if necessary, we may now assume
that B ⊆ L ∩Bδ(x0) is a compact subset with µ(B) > 0.

The construction above shows that x ∈ B, h.x ∈ B implies h ∈ BHR . This
is the final set B for which we will show a contradiction of the assumptions,
by showing that B is a µ-null set.

Let T ⊆ X be the (R+ 2, δ)-cross-section for the σ-algebra A , so that the
elements t ∈ T are in one-to-one correspondence with the atoms

BHR+2
.t = [t]A

of the σ-algebra A . As B ⊆ BH1 .T , we can define the subset

D = T ∩
(
BH1 .B

)
of all elements of T corresponding to those A -atoms that intersect B non-
trivially. This also implies that B ⊆ BH1 .D. Indeed, if x ∈ B, then x = h.t
with h ∈ BH1 and t ∈ T so that h−1.x = t ∈ D and so x ∈ BH1 .D.

As a first step towards the contradiction we seek, we claim that the map

H ×D −→ H.D
(h, d) 7−→ h.d

is injective. This is a significant strengthening of the cross-section property
in Definition 9.12, since we may use the same set D for all balls BHn ⊆ H
with n > 1. This property, together with the fact that µHx (H) = ∞ almost
everywhere, will imply that µ(B) = 0.

Suppose therefore that h.z = h′.z′ for some h, h′ ∈ H and z, z′ ∈ D.
By the construction of the set D and the inclusion B ⊆ BH1 .D, there exist
points hx, hx′ ∈ BH1 with z = hx.x, z′ = hx′.x′ and x, x′ ∈ B. Therefore

hhx.x = h′hx′.x′,
which implies that (hx′)

−1(h′)−1hhx ∈ BHR by the assumed properties of B.
This shows that (h′)−1h ∈ BHR+2, which implies that h′ = h and z = z′

since T ⊇ D is an (R+ 2, δ)-cross-section. This is the injectivity claim above.
Thus we can choose any n > 1 and, since BHn ×D → BHn .D is injective, we

always obtain (just as in Proposition 9.13) an H-subordinate σ-algebra An
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9.3 Characterizing Properties of µ Along H-Orbits 301

defined on BHn .D for which

[h.z]An = BHn .z
for h ∈ BHn and z ∈ D. If T is a countable union of compact sets (which we
may assume if G is a Lie group or an S-algebraic group of any characteristic),
then so is D, by definition. In this case bi-measurability of the map

BHn ×D → BHn .D
is clear. The general case follows from general properties of standard Borel σ-
algebras (see Parthasarathy [?]).

Given the σ-algebra An defined on BHn .D, Corollary 9.9 implies that

µAn
x (B) =

µHx ({h ∈ Vx | h.x ∈ B})
µHx (Vx)

for µ-almost every x ∈ BHn .D. Here

Vh.d = BHn h
−1

is the shape of the atom [h.d]An
= BHn .d viewed from the point x = h.d

for h ∈ BHn , d ∈ D. Since B ⊆ BH1 .D, we have BHn−1 ⊆ Vx for all x ∈ B, and
so

µAn
x (B) 6

µHx
(
BHR
)

µHx
(
BHn−1

) ,
which approaches zero as n→∞ for almost every x ∈ B by our assumption
on the leafwise measures µHx . Let

B′ = {x ∈ B | µAn
x (B)→ 0 as n→∞},

so that µ (BrB′) = 0.
We now define, for each n > 1 a function fn by

fn(y) =

{
µAn
y (B) if y ∈ BHn .D,

0 if y /∈ BHn .D.
We claim that

fn(y)→ 0 (9.18)

as n → ∞ for almost every y. Using this claim and dominated convergence
(which we may apply since fn 6 1 for all n > 1 and µ(X) <∞) we obtain

µ(B) =

∫
fn dµ→ 0

as n→∞, giving the desired contradiction.
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The claim in (9.18) holds trivially for any y /∈ H.D. If y ∈ BHn0
.D

for some n0 > 1 and µ
An0
y (B) > 0, then µ

An0
y (B′) > 0 almost surely,

since µ (BrB′) = 0. Therefore, there exists some x ∈ B′ with [x]An = [y]An ,
so we also have

fn(y) = fn(x) = µAn
x (B)

for any n > n0. Since µAn
x (B)→ 0 as n→∞ by definition of B′, we obtain

the claim (9.18). �

A complementary property to recurrence is transience, defined below. No-
tice that transience is not the negation of recurrence (see Exercise 9.3.4.)

Definition 9.25. Let X be a σ-compact, locally compact metric space, let µ
be a probability measure on X, and let H be a σ-compact, locally compact
metric group that acts continuously on X. Then µ is said to be H-transient
if for every ε > 0 there exists some set X ′ ⊆ X of measure µ(X ′) > 1 − ε
such that for every x ∈ X ′ the set {h ∈ H | h.x ∈ B} is bounded in H.

Just as in the first part of the proof of Theorem 9.24, it is easy to show
that µHx (H) < ∞ almost surely implies that µ is H-transient. The converse
also holds quite generally (see Exercise 9.3.4).

9.3.3 Invariance

The final property of µ with respect to the action of H that we wish to
characterize using the leafwise measures is invariance.

Theorem 9.26. Let X = Γ\G, µ and H be as in Theorem 9.6. Then µ
is H-invariant if and only if µHx is a left Haar measure on H for almost
every x ∈ X.

For the proof the following lemma will be helpful.

Lemma 9.27. Let X = Γ\G, with Γ discrete in G. Then the operator

S : Cc(G) −→ Cc(X)

f( · ) 7−→
∑
γ∈Γ

f(γ · )

is surjective.

Notice that the operator in Lemma 9.27 appeared implicitly in Lemma 9.4.

Proof of Lemma 9.27. Let f ∈ Cc(X) and let r > 0 be an injectivity radius
on K = Supp(f). Cover K with finitely many metric r-balls, which we write
as
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K ⊆
n⋃
i=1

BXr (xi),

and let φ1, . . . , φn ∈ Cc(X) be a continuous partition of unity† on K with
respect to BXr (xi). Then it is clear that f ·φi is in the image of S for 1 6 i 6 n,
and therefore f is also. �

Proof of Theorem 9.26. We first reduce the theorem to the case of G.
Indeed, we claim that µ is H-invariant if and only if µG is H-invariant, and for
brevity we write ν = µG. If µ is H-invariant, then for f ∈ Cc(G) and h ∈ H
we have ∫

f(gh) dν =

∫ ∑
γ∈Γ

f(γgh) dµ

=

∫ ∑
γ∈Γ

f(γg) dµ =

∫
f dν,

by the relationship between µ and ν and the assumed invariance of µ. This
implies that ν is H-invariant.

Conversely, if ν is H-invariant, then we reverse the argument as follows.
If F ∈ Cc(X) and h ∈ H, then there exists some f ∈ Cc(G) with F = S(f)
by Lemma 9.27. Then∫

F (xh) dµ(x) =

∫ ∑
γ∈Γ

f(γgh) dµ(Γg)

=

∫
f(gh) dν(g)

=

∫
f(g) dν(g) =

∫
F dµ,

which implies the invariance of µ under the action of H.
Now assume that µHx is a left Haar measure on H for µ-almost every x.

Then by Theorem 9.6(5) the measure ν
BG/H
g is a right Haar measure on the

coset gH for ν-almost every g ∈ G. If now B ⊆ G is a bounded subset, h ∈ H
and Y = B ∪Bh then, by Proposition 9.2(1),

(ν|Y )
BG/H

g =
1

ν
BG/H
g (Y )

ν
BG/H
g |Y ,

so that
(ν|Y )

BG/H

g (B) = (ν|Y )
BG/H

g (Bh)

for almost every g ∈ Y . Therefore,

† That is, the functions φi for i = 1, . . . , n are continuous with 0 6 φi 6 1
and

∑n
i=1 φi(x) = 1 for all x ∈ K.
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ν(B) =

∫
Y

(ν|Y )
BG/H

g (B) dµ

=

∫
Y

(ν|Y )
BG/H

g (Bh) dµ = ν(Bh),

showing the first implication.
Assume now that µ and (hence also) ν = µG are H-invariant, and let h ∈

H. Then we may apply Proposition 9.2(4) to the measure-preserving map T
defined by T (g) = gh to obtain

ν
BG/H
g h = T∗ν

BG/H
g ∝ νBG/H

Tg = ν
BG/H

gh ∝ νBG/H
g

almost surely. We need to show that the proportionality constant relat-

ing ν
BG/H
g h to ν

BG/H
g is equal to one almost surely. So let

B>1 =
{
g | νBG/H

g h = cgν
BG/H
g for some cg > 1

}
.

Assuming that ν (B>1) > 0, we can find some bounded subset B ⊆ B>1

with ν(B) > 0. Let Y = B ∪ Bh−1. Then every atom [y]BG/H
= yH inter-

sects B ⊆ B>1 non-trivially for y ∈ Y , and so ν (YrB>1) = 0 by Proposi-
tion 9.2(2). Therefore,

ν(B) =

∫
Y

ν
BG/H
y (B)

ν
BG/H
y (Y )

dµ (by Proposition 9.2(1))

=

∫
1

cg

ν
BG/H
y (Bh−1)

ν
BG/H
y (Y )

dµ

<

∫
ν

BG/H
y (Bh−1)

ν
BG/H
y (Y )

dµ = ν(Bh−1).

However, this inequality contradicts the assumed invariance of µ under right-
multiplication by h. It follows that µ (B>1) = 0. Applying the same argument
to h−1 we see that

(µG)
BG/H

g h = (µG)
BG/H

g (9.19)

for almost every g ∈ G. Choosing a dense countable set D ⊆ H and applying
the argument above to each h ∈ D shows that (9.19) holds for all h ∈ D.
Since a locally finite Borel measure on gH which is right-invariant under the
action of D must be right-invariant under the action of all of H, it follows
that (µG)

BG/H

g is a right Haar measure on gH for almost every g ∈ G. This
implies the theorem by Theorem 9.6(5). �
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Exercises for Section 9.3

Exercise 9.3.1. Let µ be as in the statement of Theorem 9.6, and let

L 6 H 6 G

be closed subgroups. Prove that µHx is supported on L if and only if µ is (H,L)-aligned for
a.e. x.

Exercise 9.3.2. Let X,H, µ be as in Theorem 9.24. Assume that µ is H-recurrent. Prove

that for any measurable set B ⊆ X of positive measure we have

µHx ({h ∈ H | h.x ∈ B}) =∞

for µ-almost every x ∈ B.

Exercise 9.3.3. Let L 6 H 6 G be closed subgroups of a Lie group G, and let Γ 6 G
be a discrete subgroup. Let µ be a locally finite measure on X = Γ\G. Prove that µ

is L-right-invariant if and only if µHx is almost surely invariant under left-multiplication

by L.

Exercise 9.3.4. Let X = Γ\G, µ, and H be as in Theorem 9.24. Prove the following
statements.

(a) µ is H-transient if and only if µHx (H) <∞ for µ-almost every x.
(b) µ is a combination µ = µ1 + µ2 of finite mutually singular measures such that µ1

is H-recurrent and µ2 is H-transient.

9.4 Invariant Foliations in Various Settings

Our primary motivation for studying leafwise measures is to better under-
stand entropy in terms of leafwise measures for the action of certain sub-
groups. For this purpose, the material in this section will be useful. In Sec-
tions 9.4.2–9.4.4 we will introduce various cases within the general framework
ofX = Γ\G which we will allow in our later discussions of entropy. The reader
may skip some of these, and restrict attention to the cases of direct interest.

9.4.1 Behavior of Leafwise Measures

We start with a consequence of Theorem 9.6; in the statement of Corol-
lary 9.28 we write aµHx a

−1 for the push-forward of µHx under the conjugation
by a map h 7→ aha−1.

Corollary 9.28. Suppose that X = Γ\G, H, and µ are as in Theorem 9.6.
Let

a ∈ NG(H) = {g ∈ G | gHg−1 = H}
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be an element of the normalizer of H, and suppose that T : x 7→ xa−1 for x
in X preserves µ. Then

µHxa−1 ∝ aµHx a−1

for µ-almost every x ∈ X.

Notice in particular that if

a ∈ CG(H) = {g ∈ G | gh = hg for all h ∈ H}

lies in the centralizer of H, then µHa.x = µHx for µ-almost every x ∈ X.

Proof. First notice that the assumed invariance of µ implies that the mea-
sure µG on G defined as in Lemma 9.4 is also invariant under T : g 7→ a.g.
Therefore, Proposition 9.2(4) implies that

(µG)
BG/H

g a−1 = T∗ (µG)
BG/H

g ∝ (µG)
BG/H

ga−1

almost surely, which gives by Theorem 9.6(5) that(
µHx .g

)
a−1 ∝ µHa.x.ga−1 =

(
µHa.xa

).g
for µ-almost every x ∈ Γg. This is equivalent to(

aµHx
).g ∝ (µHa.xa).g,

which gives the corollary. �

9.4.2 Invariant Foliations for the n-Torus

We describe here how the dynamics of a toral automorphism TA : Tr → Tr
associated to a matrix A ∈ GLr(Z) fits into the framework of Corollary 9.28.

Example 9.29. Let A ∈ GLr(Z) be an invertible integer matrix giving rise
to an automorphism TA : Tr → Tr, and let H ⊆ Rr be an A-invariant
subspace. Thus H is a direct sum of eigenspaces or generalized eigenspaces
for A restricted to H. In the study of entropy we will always assume that the
eigenvalues of A restricted to H have absolute value not equal to one. The
sum of a generalized eigenspace with eigenvalues λ such that |λ| < 1 is called
stable. We define below a horospherical subgroup (denoted by G−a ) whose
orbits are called stable manifolds. We define a group G to be the semi-direct
product G = Rr o Z with the group operation

(v, n).(w,m) = (v +An(w), n+m),

and define a discrete subgroup by Γ = Zr o Z 6 G. This gives for the
structure of the quotient space Γ\G
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Γ (w,m) = Γ (0,−m).(w,m) = Γ (A−mw, 0)

for all (w,m) ∈ G, and hence

Γ\G ∼= Zr\Rr ∼= Tr.

Now define a = (0, 1). Then for w ∈ Rr we have

Γ (w, 0)a−1 = Γ (w, 0)(0,−1)

= Γ (w,−1)

= Γ (0, 1)(w,−1)

= Γ (A(w), 0),

which shows that right multiplication by a−1 corresponds to applying A
on Tr. Similarly, a(w, 0)a−1 = (A(w), 0).

Thus in this case Corollary 9.28 means that

µHTAx ∝ A
(
µHx
)

for µ-almost every x.

9.4.3 Automorphisms Arising From Algebraic
Numbers

Example 9.29 can be generalized to solenoids. In this section we discuss a par-
ticular case of an automorphism of a solenoid constructed from an algebraic
number(32).

Example 9.30. Let K be a number field, and let a ∈ Kr{0}. Let OS be an
order in K localized at finitely many places with the property that a ∈ O×S is
a unit of OS . Here S = S∞ ∪Sf , where S∞ is the (finite) set of Archimedean
places and Sf is a finite subset of the set of non-Archimedean places of K. We

will show that X = ÔS (or, more generally,X = Ĵ for any OS-ideal J), with T
the dual of multiplication by a and H being defined by some subset S′ ⊆ S of
the places, fits into the framework of Corollary 9.28. In the study of entropy
properties, we will always assume that |a|σ < 1 for all σ ∈ S′.

Let Kσ denote the completion with respect to the norm | · |σ associated to
the place σ ∈ S. We refer to Weil [?] for background on the valuation theory
of algebraic number fields. If the place σ is Archimedean, then either Kσ

∼= R
or Kσ

∼= C, and the isomorphism to R or C corresponds to one of the Galois
embeddings K ↪→ C. If the place σ is non-Archimedean then Kσ|Qp is a finite
field extension of the field of p-adic numbers for some rational prime p, and in
this case we say that σ is a place of K above the place p of Q. In either case,
the character group K̂σ of (the additive structure of) Kσ is isomorphic(33) as
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a topological group to Kσ, so the dual of the group KS , which we define to
be
∏
σ∈S Kσ, is once again isomorphic to KS . The order OS embeds into KS

via the diagonal embedding

OS 3 λ ↪→ (λ, . . . , λ) ∈ KS ,

and the image, which we identify with OS , is a uniform lattice in KS . It
follows that

X = ÔS ∼= KS/O⊥S ,

and that the annihilator O⊥S is a uniform lattice as well. We define a map by

T (λ) = aλ

for λ ∈ OS , and
T ((wσ)σ∈S) = (awσ)σ∈S

for (wσ)σ∈S ∈
∏
σ∈S Kσ. The isomorphism K̂S

∼= KS can be chosen so that

the dual map to T on K̂S
∼= KS is again given by T . If S′ ⊆ S is any subset,

then
H =

∏
σ∈S′

Kσ

can be considered as a subgroup ofKS with T (H) = H. Since we are assuming
that a ∈ O×S is a unit, we have aOS = OS and (by choice of the isomorphisms

between K̂σ and Kσ), T
(
O⊥S
)

= ÔS . Thus

T (x) = T (w + O⊥S ) = T (w) + O⊥S

is a well-defined map on X = KS/O⊥S , and the leaves of the foliation

{x+H | x ∈ X}

are sent via T to leaves of the same foliation. If S′ = {σ ∈ S | |a|σ < 1} then
we will call the corresponding group G−a the stable horospherical subgroup and
its orbits the stable manifolds. Using the arguments from Example 9.29 we
see once more that Corollary 9.28 also applies to any T -invariant measure µ
on X.

We record two special cases of the construction above.

Example 9.31. If K = Q and OS = Z[ 1
p | p ∈ Sf ] then

X = ÔS = R×
∏
p∈Sf Qp/Z[ 1

p | p ∈ Sf ]

where the group being quotiented out is embedded diagonally via the map
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Z[ 1
p | p ∈ Sf ] 3 r 7−→ (r, r, . . . , r, r︸ ︷︷ ︸

1+|Sf | terms

) ∈ R×
∏
p∈Sf

Qp

For example, if Sf = {2, 3} then(34)

X = R×Q2 ×Q3/Z[ 1
6 ] (9.20)

and we can use the constructions above with H = R, Q2, or Q3, or we
may take for H the subgroup generated by any two of these subgroups, R×
Q2, R × Q3, or Q2 × Q3. Moreover, we can take a to be any element of
the (multiplicative) group 2Z3Z. This geometrical structure was already used
implicitly in the proof of Rudolph’s Theorem in [?].

Example 9.32. If K|Q is a non-trivial finite field extension and Sf = ∅, then
any unit a ∈ O× of K defines an R-linear map(35)

A :
∏
σ∈S

Kσ
∼= Rr × Cs −→ Rr × Cs,

given by multiplication by (the corresponding Galois image of) a in each
coordinate. This case represents a special case of Example 9.29, and the
various choices of subsets S′ ⊆ S correspond (unless a ∈ O× belongs to a
proper subfield of K) to the possible choices of the sums of the eigenspaces
of the linear map.

The setup from Example 9.30 can also be extended to allow the function
field case, that is to a finite extension K|Fp(t) for some prime p. We refer to
the paper of Einsiedler and Lind [?] for the details, and will not pursue this
further here.

9.4.4 Horospherical Subgroups in General

Example 9.33. Let G 6 SLr(R) be a closed real linear group, and let Γ 6 G
be a discrete subgroup. We endow the Lie-algebra Lie(G) = g of G with an
inner product, which induces a left-invariant Riemannian metric on G and,
via Definition ??, a metric on X = Γ\G. Fix a ∈ G and define† the stable
horospherical subgroup

G−a = {g ∈ G | anga−n → e as n→∞} (9.21)

and the unstable horospherical subgroup

G+
a = {g ∈ G | anga−n → e as n→ −∞}. (9.22)

† These subgroups are generalizations of the horocyclic subgroups of SL2(R) to higher

dimensions, hence the name.
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The sign in the exponent of the horospherical groups indicates the sign
of log |λ| for any of the eigenvalues λ of Ada restricted to the Lie algebra g±a
of G±a .

We claim that G±a are closed subgroups of G. For this, we transform a
and G via conjugation by some element of SLr(R) into Jordan normal form
(allowing 2× 2 blocks along the diagonal for complex eigenvalues). We may
assume that the eigenvalues λ1, . . . , λs of a are arranged so that

|λ1| 6 |λ2| 6 · · · 6 |λs|.

We claim that g = (gij) ∈ G belongs to G−a if and only if the matrix entries gij
satisfy gij = δij for all pairs of indices (i, j), where i (resp. j) corresponds
to an eigenvalue λki (resp. λkj ) with |λki | > |λkj |. This implies that G±a are
closed subgroups.

Indeed, assume that

a =


λ1I1 + U1

λ2I2 + U2

. . .

λsIs + Us


where I1, . . . , Is are identity matrices of the appropriate dimensions (if λi is
not real, then the corresponding λiIi is a block matrix of the appropriate di-
mension) and U1, . . . , Us are upper unipotent matrices. Then we may write g
as a block matrix of the same shape,

g =

g(1,1) · · · g(1,s)

...
...

g(s,1) · · · g(s,s)


and so anga−n takes the form(λ1I1 + U1)

n
g(1,1) (λ1I1 + U1)

−n · · · (λ1I1 + U1)
n
g(1,s) (λsIs + Us)

−n

...
...

(λsIs + Us)
n
g(s,1) (λ1I1 + U1)

−n · · · (λsIs + U1)
n
g(s,s) (λsIs + Us)

−n

.
Therefore anga−n converges to the identity as n→∞ if and only if

(λiIi + Ui)
n
g(i,j) (λjIj + Uj)

−n −→

{
Ii if i = j, and

0 otherwise

as n→∞.
If |λi| = |λj | then

(λiIi + Ui)
n
g(i,j) (λjIj + Uj)

−n − δijIi
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=
(
Ii + λ−1

i Ui
)n (

g(i,j) − δijIi
) (
Ij + λ−1

j Uj
)−n(λi

λj

)n
,

which converges to zero if and only if(
Ii + λ−1

i Ui
)n (

g(i,j) − δijIi
) (
Ij + λ−1

j Uj
)−n

converges to zero. However, the latter expression is a polynomial in n, and
so the stated convergence can therefore only happen if this polynomial is
constant and equal to zero, hence g(i,j) = δijIi.

If |λj | > |λi| then the convergence is guaranteed. Finally, if |λj | < |λi|, the
convergence can only happen if g(i,j) = 0.

Now consider the adjoint Ada, which on slr(R) has the eigenvalues λi
λj

for 1 6 i, j 6 s. Then the eigenvalues of Ada restricted to ga are contained
in the set

{ λiλj | |λi| < |λj |},

depending on g ⊆ slr(R).
Since we have shown that G−a 6 G is closed, we may choose H = G−a (or

any closed a-normalized subgroup H 6 G−a ) in Corollary 9.28.

There are several possible extensions of Example 9.33, a few of which we
list here (cf. Section 8.1).

(1) We can take G to be a connected, simply connected real (or complex) Lie
group. Here the horospherical subgroups G±a defined as in (9.21) and (9.22)
are closed (this may be seen in several ways; for example since G is a cover
of a closed real or complex linear group).

(2) We can take G = G∞ ×Gf where G∞ is a closed real linear group, Gf is
any other locally compact σ-compact group, and a ∈ G∞. Here Gf could
be a finite product of p-adic Lie groups (for example, resulting in SLr(R)×
SLr(Qp1) × · · · × SLr(Qps)) or the group comprising the Af -points of an
algebraic group (for example, G = SLr(Af )).

(3) We can drop the assumption a ∈ G∞ in (2), and allow any a ∈ G∞ ×Gf ,
where G∞ is a connected, simply connected real or complex Lie group
and Gf is either a finite product of closed p-adic linear groups or the
group of Af -points of a linear algebraic group. Here G±a is again a closed
subgroup.

(4) Finally, we can take G = G(Fp((t))) to be the group of Fp((t))-points
of a linear algebraic group G defined over Fp((t)) (or a finite product
of such groups, or the adelic points of a linear algebraic group defined
over Fp(t)), and a ∈ G. In this setting the subgroups G±a are once again
closed subgroups of G.

In any of these settings we will refer to the orbit G−a.x of x ∈ X under the
action of G−a as the stable manifold through x.
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Exercises for Section 9.4

Exercise 9.4.1. Show that the quotient group in (9.20) is indeed isomorphic to the in-

vertible extension appearing in the proof of Rudolph’s Theorem.Add ref to entropy volume

Exercise 9.4.2. Let G be as in Example 9.33, and suppose that Γ 6 G is a uniform lattice
so that X = Γ\G is compact. Show that for any x ∈ X,

G−a.x = {y ∈ X | d(an.x, an.y)→ 0 as n→∞}.

Exercise 9.4.3. Let X = SL2(Z)\ SL2(R) and a =

(
e

e−1

)
. Show that

G−a.x ⊆ {y ∈ X | d(an.x, an.y)→ 0 as n→∞},

with equality if the forward orbit {an.x | n ∈ N} is bounded. Find an example of an x ∈ X
for which equality does not hold.

Notes to Chapter 9

(28)(Page 269) A metric space (X, d) is σ-compact if every point of X has a compact
neighborhood and X is a countable union of compact sets. Similarly, a measure space is σ-

finite if it is a countable union of measurable sets of finite measure. In [?, Chap. ??] we

considered compact metric spaces; the one-point compactification of a σ-compact metric
space is a compact metric space, so the results there apply in the σ-compact case also.
(29)(Page 275) We restrict attention in this section to a manageable degree of generality.

Most of the results can be formulated more generally; see, for example, Lindenstrauss [?],
where a general axiomatic treatment is given.
(30)(Page 281) See the work of Lindenstrauss [?] on quantum unique ergodicity or the

notes of Einsiedler and Lindenstrauss [?] for details of how this can be done.
(31)(Page 294) A Radon measure is a measure on the Borel σ-algebra of a Hausdorff space

that is locally finite and inner regular (that is, the measure of any measurable set can
be approximated by the measure of compact subsets). The space of Radon measures was

introduced by Radon [?] in the context of Borel measures on Rn as a way to deal with

some of the problems arising in infinite measure spaces, using the correspondence between
measures and positive linear functions on the space of compactly supported continuous

functions. We refer to Hewitt and Stromberg [?] or Schwartz [?] for complete treatments.
(32)(Page 307) We recall from Definition ?? that a solenoid is a compact metric abelian
group of finite topological dimension d ∈ N; equivalently a locally compact abelian group

whose character group is a subgroup of Qd for some d > 1. For d = 1 solenoids are easy

to classify — a straightforward description may be found in a short paper of Beaumont
and Zuckerman [?], but the results are significantly older. These solenoids are with few
exceptions and up to isomorphism, in one-to-one correspondence with subsets of the set

of rational primes. For d = 2 (and hence for any d > 2) it is well-known that there is
no effective way to describe the lattice of subgroups of Qd, by work of Kechris [?]. Thus

two natural classes of d-dimensional solenoids which do have a reasonable classification
are products

∏d
i=1Σi of 1-dimensional solenoids, and those corresponding to subgroups

of Qd that are isomorphic to an algebraic number field K. Despite this, the entropy of
automorphisms of a solenoid is readily computed (see Section ?? or the paper of Lind
and Ward [?]) because the distinction between the (unknown) subgroup of Qd and Qd
itself does not matter for the entropy calculation; more surprisingly work of Miles [?]
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shows that calculating the number of periodic points of an endomorphism of a solenoid

(where the distinction certainly does matter) can always be reduced to the direct product
of the number field cases. A solenoid corresponding to an algebraic number field K has a

convenient description as a quotient of the adele ring of K, KA (see Weil [?, Sec. IV.2] for

an elegant and sophisticated treatment, or Ramakrishnan and Valenza [?] for an accessible
account) much as in the case of the rationals. Viewed as measure-theoretic dynamical

systems, automorphisms of solenoids are readily described: as discussed in Example ??(3)

a compact group automorphism with respect to Haar measure is measurably isomorphic
to a Bernoulli shift if it is ergodic. Despite this, the description of the quotient space of

ergodic group automorphisms by the equivalence of measurable isomorphism is not known
— in particular the question of whether this space is countable or uncountable remains

open (this is an arithmetic question; see Lind [?] or Everest and Ward [?] for an overview).

Viewed as topological dynamical systems, a rich structure emerges (see for example work
of Chothi, Everest, Miles, Stevens and Ward [?], [?] and [?]). Perhaps the most natural

notion of equivalence — finitary isomorphism, topological conjugacy after removal of a null

set — remains mysterious for group automorphisms.
(33)(Page 307) This is an instance of a more general phenomena; convenient sources include

the monograph of Weil [?] and Tate’s thesis [?]. If k is a locally compact non-discrete field

and χ : k → S1 is any non-trivial character, then the map sending a to the character x 7→
χ(ax) is an isomorphism of topological groups k 7→ k̂.
(34)(Page 309) An extremely explicit description of this quotient group and the geometry

of the ×2,×3-action of Z2 on it, may be found in the paper of Ward and Yayama [?].
(35)(Page 309) If the field K has r embeddings into R and 2s embeddings into C, then

Dirichlet’s unit theorem (Theorem 3.10) states that the multiplicative group of units O×K
is isomorphic to the direct product µK ×Zr+s−1, where µK is the group of roots of unity

in K.
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Chapter 10

Leafwise Measures and Entropy

In this chapter we will use the leafwise measures constructed in Chapter 9 to
obtain a better understanding of the entropy theory of algebraic maps defined
on quotients of Lie groups. This will also lead to more general and flexible
results on the uniqueness of maximal measures for such maps. Once again
the rather intricate geometric and measure-theoretic arguments ultimately
reduce to the strict convexity of the map t 7→ − log t (see p. 337 for example)
and to understanding the way in which local geometric dilation controls the
creation of entropy. Furthermore, we will use the connection between entropy
and leafwise measures in subsequent chapters leading to partial classifications
of invariant measures for higher-rank actions.

10.1 Entropy and Leafwise Measures: the Theorems

In this section we present the main theorems concerning the relationship be-
tween entropy and leafwise measures for the horospherical subgroup G−a or its
closed subgroups. We allow here any of the settings described in Section 9.4,
so in particular G−a 6 G is a closed subgroup. The proof of these theorems will
occupy the rest of the chapter. The ideas behind the material in this section
come from work of Pesin [?], Furstenberg [?], Ledrappier and Young [?], [?],
Katok, Ledrappier and Strelcyn [?], [?], Margulis and Tomanov [?] and oth-
ers, and we follow the treatment of Einsiedler and Lindenstrauss [?, Sec. 7]
closely.

10.1.1 Entropy and the Horospherical Subgroups

We start by relating the volume growth of the growing sequence of sets

315



316 10 Leafwise Measures and Entropy(
a−nBU1 a

n
)
n>1

for a closed subgroup U of G−a to the entropy of the map x 7→ a.x (which
we abbreviate simply as a) with respect to the leafwise measures. By defini-
tion, G−a is a-invariant and is contracted by the action of a.

Definition 10.1. Let U be a closed subgroup of G−a that is normalized by a,
and let µ be an a-invariant Borel probability measure on X = Γ\G. Then the
entropy contribution of U at x ∈ X is defined to be the asymptotic volume
growth

volUµ (a)(x) = lim
n→∞

1

n
logµUx

(
a−nBU1 a

n
)

wherever the limit exists.

Recall that we write E for the σ-algebra of measurable sets invariant under
the map a.

Theorem 10.2. Let G be a connected, simply connected Lie group, or an S-
algebraic group as described in Section 8.1, and let Γ 6 G be a discrete
subgroup. Let µ be an a-invariant probability measure on Γ\G, and let U be
a closed subgroup of G−a normalized by a. Then

(1) The sequence defining the entropy contribution volUµ (a)(x) of U at x con-

verges for almost every x ∈ X, and the function x 7→ volUµ (a)(x) is a-

invariant. Moreover, volUµ (a)(x) also measures the volume decay at I in
the sense that

volUµ (a)(x) = lim
n→∞

− 1

n
logµUx (anBU1 a

−n).

(2) For almost every x ∈ X,

volUµ (a)(x) 6 hµE
x

(a),

with equality if U = G−a .
(3) For almost every x ∈ X the following statements are equivalent:

• volUµ (a)(x) = 0;

• µUx is a finite measure;
• µUx is a trivial measure (in the sense of Definition 9.19).

need to add some re-
mark about the er-
godic case

Combining Theorem 10.2(2) and (3) with Theorem 9.24 gives the following
corollary.

Corollary 10.3. The measure µ is G−a -recurrent if and only if hµE
x

(a) > 0
for almost every x ∈ X. If µ is also assumed to be ergodic for the map a,
then µ is G−a -recurrent if and only if hµ(a) > 0.

Page: 316 job: VolumeIII macro: svmono.cls date/time: 15-Dec-2016/17:58



10.1 Entropy and Leafwise Measures: the Theorems 317

Some remarks are in order.

(1) If the stable horospherical subgroupG−a is trivial, then Theorem 10.2 shows
that the entropy must vanish for all a-invariant measures. For example, the
horocycle flow (see [?, Sec. 9.2]), or any flow under a unipotent element,
has vanishing entropy.

(2) The opposite extreme to (1) occurs when a ∈ G is diagonalizable. For
example, the time-one map of the geodesic flow corresponding to the action
of

a =

(
e

e−1

)
on SL2(Z)\ SL2(R) (see [?, Ch. 9] for the details) has stable horospherical
subgroup given by the horocyclic subgroup

U− =

{(
1 s

1

)
| s ∈ R

}
,

so Theorem 10.2 shows that the entropy of the geodesic flow is determined
by the leafwise measures for the horocyclic subgroup.

(3) Since hµ(a) = hµ(a−1), Theorem 10.2 also holds for closed a-normalized
subgroups U < G+

a .

10.1.2 Entropy and G−a -Invariance

Before stating the second main theorem concerning entropy and leafwise mea-
sures, notice that in the case X = Γ\G, where Γ is a lattice in G, we can
describe the leafwise measures of the measure mX inherited from the Haar
measure on G. Since mX is certainly invariant under the action of G−a , the
leafwise measures must be the Haar measure on G−a . It follows that the en-
tropy contribution of Definition 10.1 can be computed easily, giving

volG
−
a

mX (a) = − log mod(a,G−a ),

where mod(a,G−a ) is the scalar determining how the action of a on G−a scales
the Haar measure on G−a :

mG−a
(aBa−1) = mod(a,G−a )mG−a

(B)

for all measurable B ⊆ G (see [?, Cor. 8.8]).
We record two special cases to illustrate how these quantities arise in

simple situations (see [?] for the relationship between the quantities and
entropy).

(1) If G = Rr and Γ = Zr and a ∈ GLr(Z) is a toral automorphism, then
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mod(a,G−a ) =
∏
|λ|<1

|λ|

is the product of all the eigenvalues with absolute value less than one,
counted with their algebraic multiplicity.

(2) If G is a connected, simply-connected Lie group, then

mod(a,G−a ) =
∣∣∣det (Ada |g−a)

∣∣∣ ,
where g−a is the Lie algebra of G−a and Ada is the adjoint action of a on
the Lie algebra of G.

The second main theorem of this section gives a characterization in terms
of the entropy hµ(a) (or in terms of the entropy contribution of a closed
subgroup U 6 G−a ) for a measure µ to be invariant under G−a (resp. under
the subgroup U). To formalize this, we extend the pointwise Definition 10.1
by averaging across the space as follows.

Definition 10.4. Let U be a closed subgroup of G−a that is normalized by a,
and let µ be an a-invariant Borel probability measure on Γ\G. Then the
entropy contribution of U is

hµ(a, U) =

∫
volUµ (a)(x) dµ.

In particular, applying this with U = G−a we have hµ(a,G−a ) = hµ(a) (by
Theorem 10.2).

Theorem 10.5. Let X = Γ\G be as in Theorem 10.2. Let U be a closed
subgroup of G−a that is normalized by a, and let µ be an a-invariant Borel
probability measure on Γ\G. Then the entropy contribution of U satisfies

hµ(a, U) 6 − log mod(a, U),

and equality holds if and only if µ is U -invariant.

From one point of view this result — and in particular the last part — is
a continuation of one of our major themes, characterizing measures via their
entropy properties. If Γ is a uniform lattice and Ada is diagonalizable, then we
have already seen in [?, Th. ??] that the Haar measure is the unique measure
of maximal entropy. Theorem 10.5 contains many significant generalizations
of this result, as shown in the next example.

Example 10.6. Let X = SL2(Z)\ SL2(R) and a ∈ SL2(R). Since the stable
horospherical subgroup is the upper unipotent subgroup

U− =

{(
1 s

1

)
| s ∈ R

}
⊆ SL2(R),
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it follows by Theorem 10.5 that an a-invariant measure µ with

hµ(a) = hmX (a)

must be invariant under the upper unipotent subgroup. Notice that this does
not follow from [?, Th. ??], since X is not compact.

On the other hand hµ(a) = hµ(a−1), so the same argument shows that
an a-invariant measure µ with hµ(a) = hmX (a) must be invariant under the
lower unipotent subgroup

U+ =

{(
1
s 1

)
| s ∈ R

}
⊆ SL2(R).

However, the upper and lower unipotent subgroups together generate all
of SL2(R), so that hµ(a) = hmX (a) implies that µ is invariant under all
of SL2(R), and therefore µ = mX . Thus the Haar measure mX is the unique
measure of maximal entropy for a.

The argument in Example 10.6 generalizes to more general situations (sub-
ject to the condition that the stable and unstable horospherical groups to-
gether generate G, or at least generate a subgroup whose action is uniquely
ergodic). Recall that a single continuous map on a compact metric space is
said to be uniquely ergodic if there is only one invariant measure (see [?,
Sec. 4.3]); we extend this to a group action on a σ-compact space by say-
ing that the group action is uniquely ergodic if there is only one invariant
probability measure for the whole action.

Corollary 10.7. Let G be a Lie group with Γ 6 G a lattice, and let X =
Γ\G. If a ∈ G has the property that the action of the subgroup generated
by G−a and G+

a is uniquely ergodic on X, then mX is the unique measure of
maximal entropy for the action of a on X.

The proofs of Theorems 10.2 and 10.5 will take up several sections.

10.1.3 Some Initial Observations

We begin by proving the technical assumption in Corollary 9.9.

Lemma 10.8. Let µ be an a-invariant probability measure on X = Γ\G.
Then for µ-almost every x ∈ X the map G−a 3 u 7−→ u.x is injective.

Proof. Suppose that x = u.x for some non-trivial element u ∈ G−a . Then

0 = d(an.x, anu.x) = d(an.x, anua−n.(an.x)) (10.1)
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for all n > 1. However, by definition of the stable horospherical sub-
group, anua−n → e as n→∞, so the injectivity radius at an.x must converge
to 0 as n → ∞. This shows that the point x does not satisfy Poincaré re-
currence. By the Poincaré recurrence theorem (Theorem 1.8), it follows that
there is some null set that contains all such points x, giving the lemma. �

As we will now show, Corollary 9.28 already gives the first part of Theo-
rem 10.2.

Proof of Theorem 10.2(1). Consider the measurable function

f(x) = log µUx
(
a−1BU1 a

)
> 0,

which is non-negative since a−1BU1 a ⊇ BU1 and µUx
(
BU1
)

= 1 by the normal-
ization used in Theorem 9.6. By Corollary 9.28 we have, for every k ∈ Z,

f(ak.x) = logµak.x
(
a−1BU1 a

)
= log

µak.x
(
a−1BU1 a

)
µak.x

(
BU1
)

= logµUx

(
a−(k+1)BU1 a

k+1
)
− logµUx

(
a−kBU1 a

k
)

(10.2)

for almost every x. This implies that

n−1∑
k=0

f(ak.x) = log µUx
(
a−nBU1 a

n
)

for every n > 0 since the sum is telescoping, and hence

1

n
logµUx

(
a−nBU1 a

n
)
→ E

(
f
∣∣E ) (x) = volUµ (a)(x)

almost surely as n→∞ by the pointwise ergodic theorem, where E is the σ-
algebra of a-invariant Borel sets in X.

It remains to consider the limit as n→ −∞. In this case we may use (10.2)
again to see that

n∑
k=0

f(a−k.x) =

n∑
k=0

(
logµUx

(
a(k−1)BU1 a

−(k−1)
)
− logµUx

(
akBU1 a

−k
))

= logµUx
(
a−1BU1 a

1
)
− logµUx

(
anBU1 a

−n) .
Dividing by n and applying the pointwise ergodic theorem again gives

− logµUx
(
anBU1 a

−n)
n

−→ E
(
f
∣∣E )

almost surely, completing the proof of Theorem 10.2(1). �

Page: 320 job: VolumeIII macro: svmono.cls date/time: 15-Dec-2016/17:58



10.2 Reduction to the Ergodic Cases 321

Lemma 10.9. Under the assumptions of Theorem 10.2, we have

volUµ (a)(x) = lim
n→∞

logµUx
(
a−nBUr a

n
)

n

for any r > 0.

Proof. Given r > 0, there exists some n0 such that

an0BU1 a
−n0 ⊆ BUr ⊆ a−n0BU1 a

n0 ,

which implies that

µUx

(
an0−nBU1 a

−(n0−n)
)
6 µUx

(
a−nBUr a

n
)
6 µUx

(
a−(n+n0)BU1 a

n+n0

)
,

and the lemma follows since n±n0

n → 1 as n→∞. �

Exercises for Section 10.1

Exercise 10.1.1. Show that for any Lie group G and any a ∈ G, the Lie algebra generated
by g−a and g+a is a Lie ideal in g. Deduce that the assumption regarding a in Corollary

10.7 is satisfied whenever G is a simple real Lie group and g−a is non-trivial.

10.2 Reduction to the Ergodic Cases

In this section we will show how the general statements in Theorems 10.2
and 10.5 follow from their counterparts with the additional hypothesis that µ
is assumed to be ergodic for the action of a. The reader who is willing to
assume this ergodicity† of the action of a, may continue reading with the
next section.

Recall from [?, Th. 6.2] that for any a-invariant measure µ there is the
ergodic decomposition

µ =

∫
µE
x dµ(x).

Also recall from [?, Th. ??] that the entropy hµ(a) may be obtained by
integrating the entropies hµE

x
(a) over the ergodic decomposition.

An important observation (the Hopf argument(36)) is that we can choose
the elements of E to be not only a-invariant, but in fact invariant under the
larger group 〈G−a , a〉. We will write

† This assumption should not be confused with A-ergodicity, which we will assume in later

chapters, but which in general does not imply ergodicity of the action of a.
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Afn(x) =
1

n

n−1∑
k=0

f(ak.x)

for the ergodic average of f of length n at x.

Proposition 10.10. If C is an a-invariant measurable subset of X, then

there is a 〈G−a , a〉-invariant set C̃ such that µ
(
C4C̃

)
= 0. Therefore, the σ-

algebra E comprising the a-invariant measurable subsets of X is equivalent
modulo µ to a countably generated σ-algebra Ẽ that consists of 〈G−a , a〉-
invariant measurable subsets of X.

Proof (using the Hopf argument). Fix ε > 0 and choose a continuous
function with compact support f ∈ Cc(X) for which

‖f − 1C‖1 < ε. (10.3)

By the pointwise ergodic theorem we have

1

n

n−1∑
k=0

f(ak.x) −→ g(x)

for all x ∈ XrN , where N is a µ-null set and g is some a-invariant function.
As C is a-invariant, we have

‖g − 1C‖1 = lim
n→∞

‖Afn − 1C‖1 6 ‖f − 1C‖1 < ε.

We define Cε = g−1
(
( 1

2 ,∞)
)

and obtain

C4Cε ⊆ N ∪ {x ∈ C | g(x) 6 1
2} ∪ {x /∈ C | g(x) > 1

2}︸ ︷︷ ︸
E

.

Clearly
E ⊆ {x | |g(x)− 1C(x)| > 1

2}

and so
1
2µ(E) 6 ‖g − 1C‖1 < ε.

For any h ∈ G−a , we have

an.(h.x) = anha−n.(an.x),

so that an.(h.x) and an.x are asymptotic to one another as n→∞ (see (10.1)
on p. 319). Since we have chosen f to have compact support, it is uniformly
continuous. Hence

1

n

n−1∑
i=0

(
f(ai.x)− f(ai.(h.x))

)
−→ 0
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as n→∞, uniformly in x. It follows that Cε is G−a -invariant.
To finish the proof we choose εn = 2−n and run through the construction

above for each n > 1. Then

C̃ = lim sup
n→∞

C2−n =
⋂
n

⋃
k>n

C2−k

is the set claimed in the proposition. To see the final claim, notice that E is
equivalent modulo µ to a countably generated σ-algebra Ẽ (since L1(X,E , µ)
is a separable subspace of L1(X,B, µ)), which by the argument above we may
assume to be generated by 〈G−a , a〉-invariant measurable sets. �

Corollary 10.11. Let µ be an a-invariant Borel probability measure, and
let U 6 G−a be a closed subgroup. Then for µ-almost every x, and for µE

x -
almost every y, we have µUy = (µE

x )Uy .

In other words, by changing the leafwise measures for µE
x at most on

a µE
x -null set, we may consistently define (µE

x )Uy to be equal to µUy . With

this definition in place, we also have (µE
x )Ux = µUx . In the statement of Corol-

lary 10.11 we did not state this formula because {x} is a null set for µE
x ,

so making claims for the leafwise measure at x would seem irrelevant in the
almost-everywhere statement.

Proof of Corollary 10.11. By Proposition 10.10, we may replace E by a
countably generated σ-algebra Ẽ consisting of 〈U, a〉-invariant sets. Let

A = A (x0, R, δ)

be a (U,R)-flower with base Bδ(x0) for some x0 ∈ X, δ ∈ (0, 1], and R > 1.
Let T be the corresponding cross-section and define Y = BUR.T . We now

study the relationship between Ẽ |Y and A . Notice first that the atoms of Ẽ

are unions of atoms of A (since the sets in Ẽ are U -invariant and the atoms
of A are, by definition, open U -plaques). However, using conditional mea-
sures for A it is easy to see that a measurable function that is constant
on A -atoms is in fact A -measurable modulo µ (see [?, Sec. 5.3]). Therefore,
we have E |Y ⊆ A modulo µ. However, this inclusion of σ-algebras implies
that

E
(
E(f |A )

∣∣Ẽ |Y)= E
(
f
∣∣Ẽ |Y )

for any f ∈ L1(Y ). In turn, using the defining properties of conditional
measures (in terms of conditional expectations) this gives the following re-
lation between the conditional measures: for µ-almost every x ∈ Y we have,

for µẼ
x |Y -almost every y, (

µẼ
x |Y

)A

y
= (µ|Y )

A
y
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(see [?, Prop. 5.20] and Proposition 9.2(1)). We are now going to translate
this to a property of leafwise measures. In fact, by (in order) Corollary 9.9

for µ, the argument above, and Corollary 9.9 for µẼ
x , we have for y = h.t ∈ Y ,

µUy |BURh−1.y ∝ (µ|Y )
A
y =

(
µẼ
x |Y

)A

y
∝
(
µẼ
x

)U
y
|BURh−1.y

for µ-almost every x and µẼ
x -almost every y ∈ Y . For y ∈ BXδ (x0) this implies

that

µUy |BUR−1
∝
(
µẼ
x

)U
y
|BUR−1

.

Applying Proposition 9.16 for R ∈ N, the corollary follows. �

Proof of reduction to ergodic case in Theorems 10.2 and 10.5.
Working with double conditional measures as in Corollary 10.11 may be con-
fusing, but is useful for the following reason. In the proofs of Theorems 10.2
and 10.5 we compare the entropy of the ergodic components with the entropy
contribution arising from the subgroup U 6 G−a . By [?, entropyoverergodic-
components] we know that

hµ(a) =

∫
hµE

x
(a) dµ.

We would like to make use of a similar relationship between volUµ (a)(x)

and volUµE
x

(a)(x). Using the identity (µE
x )Ux = µUx as in the discussion im-

mediately after Corollary 10.11, we get

volUµE
x

(a)(x) = volUµ (a)(x).

Since µE
x is a-invariant and ergodic for µ-almost every x, if we assume the

statements of Theorem 10.2 in the ergodic case, the general case follows
quickly. Indeed, we have already shown Theorem 10.2(1) in general, and The-
orem 10.2(2) and (3) state relationships between volUµ (a)(x), hµE

x
(a), and µUx ,

which with the argument above generalizes from the ergodic to the general
case. To see that the ergodic case of Theorem 10.5 also implies its general
case, notice that

volUµ (a)(x) = hµE
x

(a, U)

so that
volUµ (a)(x) 6 − log |mod(a, U)|,

which implies that
hµ(a, U) 6 − log |mod(a, U)|.

If we have equality here, then we have

volUµ (a)(x) = hµE
x

(a, U) = − log |mod(a, U)|
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10.3 Entropy Contribution 325

almost everywhere with respect to µ. By the assumed ergodic case, this im-
plies that µE

x is U -invariant for almost every x, which implies that µ is U -
invariant (by Theorem 9.26, for example). If, on the other hand, µ is U -
invariant, then µUx is almost surely a Haar measure on U , and it follows from
the definition that

volUµ (a)(x) = − log |mod(a, U)|,

which implies equality. �

10.3 Entropy Contribution and the Proof of
Theorem 10.2

In this section we will prove Theorem 10.2 under the assumption of Proposi-
tion 10.21, which will be proved in Section 10.5.

10.3.1 Descending Subordinate σ-algebras

Let X = Γ\G, a ∈ G and µ be as in Theorem 10.2. Then by the Kolmogorov–
Sinăı Theorem we have

hµ(a) = hµ(a, ξ) = Hµ

(
ξ
∣∣ξ∞1 )

if ξ is a generator for the map a, that is if

ξ∞−∞ =
∨
n∈Z

a−n.ξ =
µ

BX .

For the proof of Theorem 10.2, we will need a generator with good geometrical
properties with respect to the horospherical subgroup G−a .

Definition 10.12. Let U 6 G−a be a closed subgroup, let Y ⊆ X be mea-
surable, and let A ⊆ BX be a countably-generated σ-algebra. Then A is
subordinate to U on Y modulo µ if for µ-almost every x ∈ Y there exists
some δ > 0 with

BUδ .x ⊆ [x]A ⊆ BU1/δ.x,
and A is subordinate to U modulo µ if A is subordinate to U on X modulo µ.
Finally we say that A is a-descending if a−1.A ⊆ A .

While we have already seen some σ-algebras that are subordinate to U
(see Proposition 9.13) and it is easy to find a-descending σ-algebras (of the
form

∨∞
n=1 a

−n.A for any given σ-algebra A ), it is a priori not clear how to
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find a-descending σ-algebras that are also subordinate to U modulo µ. As-
suming ergodicity of µ, we will construct such a generator in Proposition 10.21
This result, whose lengthy proof will occupy Section 10.5, will be needed for
the proof of Theorem 10.2(2) linking the entropy contribution for G−a to the
entropy.

The construction of σ-algebras ξU for which

A =

∞∨
n=0

a−n.ξU

is U -subordinate is somewhat easier.
[MLE] used to start at 1,

now at 0 — decide once

and for all
Proposition 10.13. Let X = Γ\G, a ∈ G, U < G−a and µ be as in the
statement of Theorem 10.2. Then there exists, for every ε > 0, a countably-
generated σ-algebra A which is both a-descending and subordinate to U on
a set of measure exceeding 1 − ε modulo µ. If X is compact or µ is ergodic,
then A can be chosen to be subordinate to U modulo µ on the whole space.

In order to prove Proposition 10.13, we will need some preparatory ma-
terial. In any metric space (X, d) we define the δ-boundary of B to be the
set

∂δB = {y ∈ X | inf
z∈B

d(y, z) + inf
z/∈B

d(y, z) < δ}

for any subset B ⊆ X. Notice that ∂δB is not the δ-neighborhood of the
boundary ∂B of B: it may very well happen that ∂B is empty while ∂δB is
non-empty for δ > 0.

Lemma 10.14. Let X be a locally compact metric space, and let µ be a Radon
measure on X. Then, for every x ∈ X and Lebesgue almost every r > 0,
there exists a constant c = cx,r such that µ(∂δBr(x)) 6 cδ for all sufficiently
small δ > 0.

Proof. Let f(r) = µ (Br(x)). Then f : [0,∞) → R is monotone, and hence
differentiable Lebesgue almost everywhere(37). Suppose that f is differen-
tiable at r, and let c = 2 (f ′(r) + 1). Then we have

∂δBr(x) ⊆ Br+δ(x)rBr−δ(x)

and so

µ (∂δBr(x))

δ
6
f(r + δ)− f(r − δ)

δ

=
f(r + δ)− f(r)

δ
+
f(r)− f(r − δ)

δ
< c

for sufficiently small δ > 0. �
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Definition 10.15. We say that a set B in a metric space X equipped with a
measure µ has thin boundary if there is some constant c > 0 with µ(∂δB) 6 cδ
for all δ > 0. Furthermore, we say that a partition ξ of X has µ-thin boundary
if there is a constant c with

µ (∂δξ) 6 cδ (10.4)

for all δ > 0, where

∂δξ =
⋃
P∈ξ

∂δP.

Notice that if µ(X) <∞ then Lemma 10.14 provides many sets with thin
boundaries.

Lemma 10.16. Let X = Γ\G and let µ be a probability measure on X. Then
for any ε > 0 and ρ > 0, there exists a finite partition ξ of X with µ-thin
boundary containing only one unbounded set P0 with µ(P0) < ε and with the
property that all other elements P ∈ ξr{P0} have diameter less than ρrXrP0

,
where rXrP0

is an injectivity radius on the bounded set XrP0.

Proof. First apply Lemma 10.14 to find some set

Ω = Br(x0)

with thin boundary and with µ(Ω) > 1 − ε. Since µ is a finite measure, we
can adjust the constant c to remove the assumption that δ should be suffi-
ciently small in Lemma 10.14. Now cover Ω with balls of the form Br(x)
with x ∈ Ω and r 6 ρrΩ as in Lemma 10.16. Choose a finite sub-
cover Br1(x1), . . . , Brn(xn) and then define

P0 = XrΩ,
P1 = Br1(x1) ∩Ω,
P2 = Br2(x2) ∩ΩrP1,

...

Pn = Brn(xn) ∩Ωr(P1 ∪ · · · ∪ Pn−1) ,

which implies the lemma. �

Lemma 10.17. There exists some α > 0 and d > 0 depending on a and G
such that for every r ∈ (0, 1] we have

an(B
G−a
r )a−n ⊆ BGde−nαr (10.5)

for all n > 1.
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Proof. First consider the case whereG is a real connected Lie group (SLr(R),
for example). In this case we are using a left-invariant Riemannian metric
on G, and we have

d
(
g1a
−n, g2a

−n) 6 ‖Ad−na ‖d(g1, g2).

In that case the real Jordan normal form (cf. Example 9.33) of the ad-
joint Ada : g = LieG → g proves the lemma. If G is not connected but
is linear then we may argue as in the proof of Lemma 8.1 and use the metric
arising from the inclusion G 6 SLr(R) for some r > 1, and the lemma follows
in that case also. If G is a real Lie group which is not connected or linear,
then we may define the metric

d(g1, g2) =

{
2 d0(e,h)

1+d0(e,h) if g2 = g1h and h ∈ G0;

2 if g2 /∈ g1G
0,

where d0 is the left-invariant Riemannian metric on the connected compo-
nent G0 6 G. In this case BG1 (I) and BG

0

1 (I) together with their metrics d
and d0 respectively, are Lipschitz equivalent, and the case of the lemma for
connected Lie groups also implies the general case of any Lie group as a
result.

Now assume that G 6 SLr(k) is a linear group over the local field k = Qp
or =Fq((s)) (as in Section 8.1.3). In these cases we defined the left-invariant
metric on G using (8.2). After applying a conjugation (which is a bi-Lipschitz
map) we may assume that a is in Jordan normal form over k (cf. Exam-
ple 9.33). Once again, the lemma follows since the non-zero off-diagonal ma-
trix entries of anga−n are of the form(

λi
λj

)n
pij(n)gij

with |λi|k < |λj |k for some polynomial pij ∈ k[t].
If G is a restricted product, then G−a is a finite product, and the cases

considered above put together prove this case also. �

We now show how to combine Lemmas 10.16 and 10.17 to give a lower
bound for the size of atoms for ξ∞0 .

Lemma 10.18. Suppose that ξ is a finite partition of X = Γ\G with µ-thin
boundary. Then for almost every x ∈ X there is some δ > 0 such that

B
G−a
δ
.x ⊆ [x]ξ∞0 . (10.6)

Proof. Let c be a constant with (10.4), and let α and d be constants sat-
isfying (10.5), which we will be applying with r = 1. Fix some δ > 0, and
write
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En = a−n.∂de−nαδξ

for n > 0. By construction,

µ
( ⋃
n>0

En

)
6 cd

( ∑
n>0

e−nα
)
δ,

which shows that for almost every x ∈ X there is some δ with x /∈
⋃
n>0En.

We claim that (10.6) holds for any such x and the corresponding δ.

To see this, let h ∈ B
G−a
δ and suppose that h.x /∈ [x]ξ∞0 . Then there is

some n > 0 for which an.x and an.(h.x) belong to different elements of ξ.
However, conjugation by a contracts the horospherical subgroup G−a , and
indeed

d(anha−n, I) < de−nαδ

by Lemma 10.17. Thus an.(h.x) = anha−n.(an.x) and an.x are no more
than de−nαδ apart and belong to different elements of ξ, showing that both
belong to ∂de−nαδξ. This contradicts the definition of En and the choice of x
and δ above, showing (10.6). �

Example 10.19. If X = Γ\G is a torus or a solenoid and a is a hyperbolic
automorphism of X, then Lemmas 10.16 and (10.18) together already imply
Proposition 10.5. For this we also refer to the argument in [?, Th. ??]. In
order to remove the hyperbolicity hypothesis one has to refine the partition
further.

Proof of Proposition 10.13. Let ξ = {P0, P1, . . . , Pf} be a partition
chosen as in Lemma 10.16 for ρ = 1, and let r be an injectivity radius
on XrP0. Then Pn = π(Bn) for a set Bn ⊆ G with diam(Bn) < r for n =
1, . . . , f . We define

ξU = σ
(
{P0, π(Bn ∩A) | n = 1, . . . , f, A ∈ BG/U}

)
,

which is clearly subordinate to U on XrP0.
By construction the σ-algebra A =

(
ξU
)∞

0
is a-descending. Moreover, it

is clear that
[x]A ⊆ [x]ξU ⊆ BUr .x

for x ∈ XrP0, by the construction of ξU . We now apply Lemma 10.18 and
assume that

B
G−a
δ
.x ⊆ [x]ξ∞0 (10.7)

for some x ∈ X and δ ∈ (0, d−1r) with d as in Lemma 10.17. We claim we
must then also have

BUδ .x ⊆ [x]A , (10.8)

which with the observations above will imply the first part of the proposition.
Assume therefore that y = u.x with u ∈ BUδ . Then, for n > 0, an.y and an.x
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belong to the same partition element Pk ∈ ξ by (10.7). If k = 0, then it is
clear from the definition of ξU that an.x and an.y lie in the same atom of ξU .
If k > 1, then notice that a normalizes and contracts U , so we have

an.x, an.y = un.(an.x) ∈ Pk = π(Bk)

with un = anua−n ∈ BUr by Lemma 10.17. This once more implies that an.x
and an.y lie in the same atom of ξU , and so (10.8) follows.

If X is compact, then we may choose P0 = ∅ and obtain the final claim
of the proposition in this case. Assume now that µ is ergodic for the action
of a. In this case we claim that A is subordinate to U modulo µ on all of X.
The proof of the lower bound (10.8) was general, so we only have to consider
the upper bound

[x]A ⊆ BUR.x (10.9)

for x ∈ P0. We claim that (10.9) holds for every x ∈ P0 (for some R depending
on n) for which there exists some n > 1 with an.x /∈ P0. In fact, a−n.A ⊆ A ,
and so

[x]A ⊆ [x]a−n.A = a−n.[an.x]A ⊆
(
a−nBUr a

n
).x.

By ergodicity, (10.9) holds for almost every x ∈ P0 and the final claim of the
proposition follows. �

10.3.2 Proof of Theorem 10.2

Proposition 10.20. Let X = Γ\G and a ∈ G be as in Theorem 10.2. As-
sume in addition that µ is an a-invariant ergodic probability measure on X.
Let

U ′ < U < G−a

be closed a-normalized subgroups, and let A be an a-descending U -subordinate σ-
algebra. Then

Hµ

(
A
∣∣a−1.A ) = hµ(a, U) = volUµ (a)(x)

for µ-almost every x ∈ X. Moreover,

hµ(a, U ′) 6 hµ(a, U).

Proof. We start by showing that

− 1

n
logµa

−n.A
x ([x]A )→ Hµ(A |a−1.A ).

Notice first that by Lemma 9.15 we have
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µa
−1.A
x

∣∣
[x]A

= µa
−1.A
x ([x]A )µA

x

for almost every x, since (after removing a null set from X) [x]a−1.A is a
countable union of A -atoms. More generally, by repeating the same argument
we obtain

µa
−n.A
x ([x]A ) =

n∏
i=1

µa
−i.A
x ([x]a−(i−1).A ).

Also notice that µA
a.x = a∗µ

a−1.A
x (see Exercise ??). Combining these and

taking logarithms gives

− 1

n
logµa

−n.A
x ([x]A ) =

n∑
i=1

− logµa
−i.A
x ([x]a−(i−1).A )

n

=
1

n

n−1∑
i=0

Iµ(A
∣∣a−1.A )(ai.x)

→ Hµ(A
∣∣a−1.A ) (10.10)

by the pointwise ergodic theorem (since µ is assumed to be ergodic for the
action of a).

We may also obtain in a similar manner that

logµUx (a−nBU1 a
n)

n
→
∫

logµUx (a−1BU1 a) dµ(x), (10.11)

where we assume the normalization µUx (BU1 ) = 1, by applying the argument
in the proof of Theorem 10.2(1) on p. 320.

We outline the remainder of the proof. The limits (10.10) and (10.11)
measure the growth rate of a dynamically expanded set in relation to a fixed
set. By Corollary 9.9, the fact that in (10.10) we are using the conditional

measure µa
−n.A
x while in (10.11) the leafwise measure µUx seems irrelevant.

What is unclear is the precise relationship between the shape Vn,x ⊆ U of the
atoms [x]a−n.A = Vn,x.x and the set a−nBU1 a

n. We will show below that the
influence of the shape is negligible as n→∞, thereby completing the proof.

Fix δ > 0 such that

Y := {x ∈ X | BUδ .x ⊆ [x]A ⊆ BUδ−1.x} (10.12)

has positive measure. By Lemma 10.9,

lim
n→∞

logµUx (a−nBUr a
n)

n

is independent of r for almost every x. Moreover, for almost every x ∈ X
there exists a sequence (nj)j>1 of integers for which anj.x ∈ Y . For any j we
therefore have
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[x]a−nj.A = a−nj.[anj.x]A ⊆ a−njBUδ−1anj.x
and similarly,

[x]a−nj.A ⊇ a
−njBUδ a

nj.x.
Thus a−njBUδ a

nj ⊆ Vnj ,x ⊆ a−njBUδ−1anj . Also recall that

µa
−nj.A
x ∝ µUx |Vnj,x.x

by Corollary 9.9. Hence

µa
−nj.A
x ([x]A ) =

c(x)

µUx (Vnj ,x)

where c(x) = µUx (V0,x). With this notation, the inclusions above imply that

µUx (a−njBUδ a
nj ) 6 µUx (Vnj ,x) = c(x)µa

−nj.A
x ([x]A )−1 6 µUx (a−njBUδ−1anj )

for almost every x. Taking logarithms, letting j → ∞, and using the inde-
pendence of the limit in Lemma 10.9 completes the proof.

Assume now that U and U ′ are closed a-normalized subgroups of G−a
with U < U ′ as in the statement of the proposition. From the construction of
the σ-algebra in Proposition 10.13, we see that there exist two σ-algebras A
and A ′ which are a-descending and subordinate to U and to U ′ respectively,
such that additionally A ⊇ A ′. In order to obtain these, one may use the
same finite partition ξ and then carry the construction through with both
groups.

We claim that
A ′ ∨ a−1.A =

µ
A .

We already know one inclusion. To see the other, we describe the atoms for
the σ-algebra C = A ′ ∨ a−1.A . Suppose that y and x are equivalent with
respect to C . Then almost surely there exists some u ∈ U with y = u.x.
Notice that we have no initial control over the size of u, since the a−1.A -
atoms are in general bigger than the A -atoms. To make this more precise,
assume that y, x belong to the set Y which was used in the constructions of
the σ-algebras. We cannot assume that d(e, u) is smaller than the injectivity
radius of Y . However, we do know that y = u′.x for some u′ ∈ U ′ since
the points x and y are by assumption A ′-equivalent, and that d(e, u′) is less
than the injectivity radius. Since for almost every x the G−a -leaf (that is, the
set G−a.x) is embedded by Lemma 10.8, we must have u = u′. This implies
that x and y = u.x are A -equivalent, first under the assumption that x, y ∈ Y
and then the general case follows by the same argument and ergodicity after
using the minimal n > 1 for which an.x, an.y ∈ Y , which must exist almost
surely by Poincaré recurrence. As the atoms of the σ-algebra determine the σ-
algebra modulo µ, the claim follows.
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The claim implies the inequality sought, since

hµ(a, U) = Hµ

(
A |a−1.A ) = Hµ

(
A ′|a−1.A ) 6 Hµ

(
A ′|a−1.A ′) = hµ(a, U ′)

by monotonicity of the entropy function with respect to the σ-algebra condi-
tioned on (see [?, Prop. ??]). �

Proof of Theorem 10.2(2). By the argument in Section 10.2, we may
assume that µ is ergodic for the action of a. By Proposition 10.21 (to be
proved in Section 10.5) there exists a generator ξ for which A = ξ∞0 is G−a -
subordinate. By the Kolmogorov–Sinăı Theorem we have

hµ(a) = hµ(a, ξ) = Hµ

(
ξ∞0
∣∣a−1.ξ∞0

)
= volUµ (a)(x)

for almost every x ∈ X.
If U < G−a is a closed a-normalized subgroup, then we also have

volUµ (a)(x) 6 volG
−
a

µ (a)(x) = hµ(a)

by Proposition 10.20. �

Proof of Theorem 10.2(3). Recall that we wish to show the equivalence
of the three statements

• volUµ (a)(x) = 0;

• µUx is a finite measure;
• µUx is a trivial measure (in the sense of Definition 9.19).

It is clear that triviality implies finiteness. Also, if µUx is finite, then the
entropy contribution volUµ (a) vanishes because it measures a growth rate (see
Lemma 10.9).

Now assume that volUµ (a) = 0. By Proposition 10.13 (and the assumed
ergodicity) there exists a σ-algebra A which is a-descending and subordinate
to U modulo µ. Then

Hµ

(
A
∣∣a−1.A ) =

∫ (
− logµa

−1.A
x ([x]A )

)
dµ = 0,

which implies that µa
−1.A
x ([x]A ) = 1 almost everywhere, so

A =
µ
a−1.A .

Iterating the same argument shows that

am.A =
µ
a−m.A

and therefore µa
−m.A
x ([x]am.A ) = 1 almost everywhere, for all m > 1. By

Proposition 9.2, this implies that µUx (V−m,xrVm,x) = 0 almost everywhere,
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where Vm,x denotes the shape of the am.A -atom of x (cf. p. 331). Using
again the set Y in (10.12), we see that the precise shapes do not matter
since V−m,x ↗ U and Vm,x ↘ {I} as m → ∞ for almost every x. It follows
that µUx ∝ δI . �

Exercises for Section 10.3

Exercise 10.3.1. (This will be a construction of a good generator for a specific? quasihy-
perbolic toral automorphism)

10.4 Establishing Invariance using Entropy, Proof of
Theorem 10.5

We will see that the proof of Theorem 10.5 rests on convexity of the
map t 7→ − log t for t ∈ R. However, we will have to use this convexity on
every atom [x]a−1.A for an a-descending σ-algebra which is subordinate to U .
We refer to the second proof of [?, theorem:maximalityfortoralgoldenmean]
on [?, page:secondproofofmaximalityfortoralgoldenmean] for a simpler case
of this kind of argument.

Proof of Theorem 10.5. Let U < G−a be a closed a-normalized subgroup,
and let µ be an a-invariant ergodic probability measure on X = Γ\G. By
Proposition 10.13, there exists an a-descending σ-algebra A which is subor-
dinate to U modulo µ. By Proposition 10.20, the entropy contribution of U
is given by

hµ(a, U) = Hµ

(
A
∣∣a−1.A ) .

We wish to show that hµ(a, U) 6 J , where J = − log
∣∣mod(a, U)

∣∣ is the
negative logarithm of the modular character of a restricted to U .

We fix a Haar measure mU on U , and note that

mU (a−1Ba) = eJmU (B) (10.13)

for any measurable B ⊆ U . For x ∈ X recall that we write Vx ⊆ U for the
shape of the A -atom so Vx.x = [x]A almost everywhere. Recall that µa

−1.A
x

is a probability measure on

[x]a−1.A = a−1[a.x]A = a−1Va.xa.x
satisfying

Hµ(A
∣∣a−1.A ) = −

∫
logµa

−1.A
x ([x]A ) dµ(x). (10.14)
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We wish to compare this to a similar expression where we will use (in a careful
manner) the Haar measure mU on U instead of the conditional measures.
Notice however that we will always work with the given measure µ on X,
and in particular the notion of almost everywhere will always mean with
respect to µ. Define τHaar

x to be the normalized push forward of mU |a−1Va.xa
under the orbit map, so

τHaar
x =

1

mU (a−1Va.xa)
mU

∣∣
a−1Va.xa

.x,

which once again is a probability measure on [x]a−1A .
We define

p(x) = µa
−1.A
x ([x]A ),

the measure used in (10.14) to define Hµ(A
∣∣a−1.A ). We also define the

analogous function

pHaar(x) = τHaar
x ([x]A ) =

mU (Vx)

mU (a−1Va.xa)
=

mU (Vx)

mU (Va.x)
e−J

where we used (10.13). We now take logarithms and average over the orbit
to obtain the telescoping sum

1

n

n−1∑
k=0

log pHaar(ak.x) =
1

n
(logmU (Vx)− logmU (Van.x))︸ ︷︷ ︸

Σn

−J. (10.15)

We claim that this implies the identity

−
∫

log pHaar(x) dµ(x) = J. (10.16)

For this we need to show that x 7→ pHaar(x) is measurable. Since A is count-
ably generated, the equivalence relation

RA = {(x, y) ∈ X ×X | [x]A = [y]A } =

∞⋂
n=1

⋃
P∈ξn

P × P ⊆ X ×X,

where the intersection on the right-hand side is taken over countable parti-
tions ξn|A of X, and is a measurable subset of X ×X. This shows that

mU (Vx) = mU ({u ∈ U | (x, u.x) ∈ RA })
= lim
n→∞

mU ({u ∈ U | (x, u.x) ∈ Rξn})

is a measurable function of x. Together with the the same argument forRa−1.A ,
this shows that x 7→ pHaar(x) is measurable.
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Next notice that a priori we do not know whether log pHaar(x) is integrable,
but we do have

log pHaar(x) 6 0

almost surely, so we may still apply the pointwise ergodic theorem to this
function. Moreover, for almost every x there is a sequence (nk)k>1 for which

logmU (Vx)− logmU (Van.x)

is bounded as a function of n. It follows that Σnk → 0 as k →∞ in (10.15),
giving (10.16).

Recall that the σ-algebras A and a−1.A are both subordinate to U mod-
ulo µ, which implies (after removing a null set) that the a−1.A -atoms are
countable unions of A -atoms.

Thus there is a null set N such that for x /∈ N the A -atom of x contains an
open neighborhood of x in the U -orbit. We may also assume that for x /∈ N
there are infinitely many positive and negative integers n for which an.x ∈ Y ,
where Y is the set defined in (10.12). Since U is second countable, this implies
that

[x]a−1.ArN =

∞⊔
i=1

[xi]ArN,

where the union is disjoint. For almost every x it is safe to ignore the po-
tentially rather subtle distinction between the set N being a null set for the
original measure µ and it being a null set for the conditional measure µa

−1.A
x ,

since it will almost surely also be a null set for the conditional measure.
However, it may not be a null set for the measure τHaar

x . To deal with this
possibility we write

[x]a−1.A =

∞⋃
i=1

[xi]A ∪Nx,

where Nx is a null set for µa
−1.A
x (but is possibly not a null set for τHaar

x )

for each x ∈ X. We may assume that µa
−1.A
x ([xi]A ) > 0, because if [xi]A

is a null set for µa
−1.A
x then we could simply remove it from the list and

increase Nx to compensate. Thus

∞∑
i=1

µa
−1.A
x ([xi]A ) = 1,

but a priori we only know that

∞∑
i=1

τHaar
x ([xi]A ) 6 1.

We now integrate log pHaar − log p over the atom [x]a−1.A to get
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K(x) =

∫
log pHaar dµa

−1.A
x −

∫
log p dµa

−1.A
x , (10.17)

but since both functions are constant on the A -atoms and Nx is a null set
for the measure µa

−1.A
x , this integral is simply the sum

∞∑
i=1

(
log

τHaar
x ([xi]A )

µa−1.A
x ([xi]A )

)
µa
−1.A
x ([xi]A ).

By convexity of the map t 7→ − log t for t ∈ R, with µa
−1.A
x ([xi]A ) as the

weights at the points ti =
τHaar
x ([xi]A )

µa−1.A
x ([xi]A )

, we get

K(x) =

∞∑
i=1

log(ti)µ
a−1.A
x ([xi]A )

6 log

( ∞∑
i=1

tiµ
a−1.A
x ([xi]A )

)
(10.18)

= log

( ∞∑
i=1

τHaar
x ([xi]A )

)

= log τHaar
x

( ∞⋃
i=1

[xi]A

)
6 0.

Integrating this inequality over all of X and recalling the relation between
the function p and the entropy contribution hµ(a, U) = Hµ(A

∣∣a−1.A ), and
the relation between the function pHaar and J , gives the inequality sought.

In the case of equality, we use strict convexity of the map t 7→ − log t as
follows. If hµ(a, U) = J , then the integral of the function K in (10.17), which
is non-positive by (10.18), vanishes. It follows that for almost every x ∈ X,
both sides of (10.18) vanish. Thus τHaar

x (Nx) = 0 for almost every x, and
moreover ti = 1 for all i by strict convexity of the map t 7→ − log t. Notice
that the condition ti = 1 for all i means that the conditional measure µa

−1.A
x

gives the same weight to the A -atoms [xi]A as does the normalized Haar Rephrase footnote later

measure τHaar
x on the a−1.A -atoms†.

Now Hµ(ak.A ∣∣a−`.A ) = (k + `)hµ(a, U) = (k + `)J for any k, ` > 0,
so we may apply the same argument to deduce that the conditional mea-

sure µa
− .̀A
x gives the same weight to the ak.A -atoms as does the normalized

Haar measure on the a−`.A -atoms.
For almost every x the a−`.A -atom can be made arbitrarily large, as we

may find a sequence `n → ∞ for which a`n.x ∈ Y . For each ` the vari-
ous ak.A -atoms for k > 0 generate the Borel σ-algebra on the a−`.A -atoms,

† A similar argument is used in [?, Sec. 2.3] in rather heavy disguise. The fundamental
phenomena goes back to [?, Prop. ??], and we have now seen it in several contexts and in

several guises (see, for example, [?, Sec. ??; Ch. ??]).
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at least on the complement of N which is a null set for µa
− .̀A
x and for the nor-

malized Haar measure on the atom. This may be seen as follows. For µa
− .̀A
x -

almost every y, the ak.A -atom of y can be made to have arbitrarily small
diameter, since for y /∈ N there is a sequence kn → ∞ with a−kn.y ∈ Y .

This shows that µa
− .̀A
x coincides with the normalized Haar measure on the

atom [x]a− .̀A . Using this for all ` > 1, we see that the leafwise measure µUx
is the Haar measure on U , and so µ is U -invariant by Theorem 9.26. This
concludes the proof of Theorem 10.5. �

Exercises for Section 10.4

Exercise 10.4.1. Find the places in the proof of Theorem 10.5 where the fact that τHaar
x

is indeed defined using the Haar measure mU on U (and not, for example, by the Haar

measure on a subgroup of U) is used.

10.5 Construction of a Generator

In proving Theorem 10.2 we made essential use of the existence of a generator
with good properties adapted to the geometry of the action of a.

Proposition 10.21. Let X = Γ\G be a quotient of a simply-connected Lie
group or S-algebraic group by a discrete subgroup, let a ∈ G, and let µ be an a-
invariant ergodic probability measure on X. Then there exists a generator ξ
for the action of a with finite entropy, for which A = ξ∞0 is a-descending
and G−a -subordinate.

In addition to the existence of sets and partitions with thin boundary as
in Lemma 10.16, we will also need the following lemma which is more closely
adapted to the setup of Theorem 10.2, and which relies on the Lipschitz
property of the a-action together with the finite-dimensionality of G.

Lemma 10.22. Let G be a real Lie group or an S-algebraic group, and let a
be an element of G. Then, for any r ∈ (0, 1), there exists some κ = κ(G, a, r)
such that for any compact set Ω ⊆ G there exists a constant c = c(Ω, a, r)
with the property that for any n > 1 the set Ω can be covered by ceκn sets of
the form

g

n⋂
k=0

a−kBGr a
k

with g ∈ Ω.

Proof of Lemma 10.22 for a Lie group. Let G be a real Lie group
equipped with a left-invariant Riemannian metric. Then by [?, Sec. 9.3.2] we
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have
d(g1a

−1, g2a
−1) 6 ‖Ada ‖d(g1, g2),

which implies that
akBG‖Ada ‖−nra

−k ⊆ BGr
for all n > 0 and k = 0, . . . , n. It follows that

BG‖Ada ‖−nr ⊆
n⋂
k=0

a−kBGr a
k,

so it is sufficient to show that Ω can be covered by no more than ceκn balls
with radius ‖Ada ‖−nr.

To see this, notice first that it is enough to consider the case where Ω = BGε
is a small ball around the identity. This case will imply the general case by
covering Ω with a bounded number of left-translates of BGε .

Finally, if ε > 0 is sufficiently small, then the logarithm map log : BGε → g
is bi-Lipschitz (see, for example [?, Sec. 9.3.2]). However, this linearizes the
problem, reducing it to the claim that a compact set in Rd can be covered
by � eκn balls of radius � ‖Ada ‖−n, which is clear. �

Proof of Lemma 10.22 for an S-algebraic group. We first consider
the case S = {σ}. If σ =∞, then we may apply the case of a real Lie group
considered above to SLm(R), which implies the lemma for G∞ ⊆ SLm(R).

Suppose now that σ = p. As in the real case, it is sufficient to prove the

lemma for a fixed neighborhood, for example Ω = B
Gp
1 (I) = Gp ∩ SLm(Zp),

of the identity. Notice that B
Gp
1 is an open compact subgroup of Gp, and

hence that
B
Gp
1 ∩ a−1B

Gp
1 a 6 BGp1

is of finite index which we denote by I. Then

a−1B
Gp
1 a ∩ a−2B

Gp
1 a2 6 a−1B

Gp
1 a

also has index I, which implies that

B
Gp
1 ∩ a−1B

Gp
1 a ∩ a−2B

Gp
1 a2 6 BGp1

has index I2. Repeating this, we conclude by induction that

B
Gp
1 ∩ a−1B

Gp
1 a ∩ · · · ∩ a−nBGp1 an 6 BGp1

has index In. This implies the lemma for Gp and r = 1. For a general r ∈
(0, 1), notice that

BGpr 6 BGp1

has finite index, denoted c = c(r). This implies that
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n⋂
k=0

a−kBGpr ak 6 BGp1

has index no more than cnIn as required.
Now assume that |S| < ∞. As the lemma already holds by the argu-

ment above for each individual σ ∈ S, the definition of the metric on GS in
Lemma 8.1 shows that the lemma also holds for a finite set of places.

To extend the argument above to an arbitrary set S, notice first that
if S = {p} and a ∈ G∩SLm(Zp), then right-multiplication by a is an isometry
on G∩ SLm(Zp) for the metric constructed in Lemma 8.1. By left-invariance
of the metric, this extends to all of G.

Assume now that |S| = ∞ and a ∈ G. Then ap ∈ Gp ∩ SLm(Zp) for all
but finitely many p ∈ S. Let

S0 = ({∞} ∩ S) ∪
{
p ∈ S | ap /∈ Gp ∩ SLm(Zp) or Gp ∩ SLm(Zp) 6⊆ BGr

}
.

Then |S0| <∞, and

n⋂
k=0

a−kBGr a
k ⊇

∏
σ∈S0

n⋂
i=0

(
a−kσ BGσr akσ

)
×

∏
p∈SrS0

Gp ∩ SLm(Zp),

by the definition of the metric. On the other hand, GS,S0
is open in GS , so

that Ω can be covered by finitely many GS,S0 -orbits. Therefore, the lemma
for S0 discussed above implies the lemma for S. �

We are now ready to start the proof of Proposition 10.21. However, before
we do this we would like to point out the main difficulty that will arise in the
argument.

For some small parameter ρ, apply Lemma 10.16 to find a partition ξ of X.
If now

x, a.x, . . . , ak.x ∈ Ω
and x, y = g.x are equivalent to each other with respect to ξ∞0 (that is, a`.x
and a`.y lie in the same partition element of ξ for all ` > 0), then we readily
see that

d(aiga−i, I) < ρ

for i = 0, . . . , k. However, if x ∈ Ω but a.x, a2.x, . . . , ak−1.x /∈ Ω, while
finally ak.x ∈ Ω then this argument will fail unless we choose at the outset
a value of ρ adapted to k. However, since the return time k is in general
not known at the outset, we cannot choose ρ small enough to cope with all
eventualities in this sense. Thus we will have to control the partition more
carefully, taking into account all possible return times to Ω.

Proof of Proposition 10.21. In this proof we will construct four parti-
tions, η, η̃, ζ, and ξ, where at every step we refine the previous partitions
in some particular way. We will be concerned in particular with their en-
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tropies Hµ(η), Hµ(η̃), Hµ(ζ) and Hµ(ξ) and with lower bounds on the sizes
of the atoms of the σ-algebras η∞0 , η̃∞0 , ζ∞0 and ξ∞0 . For the last two parti-
tions ζ and ξ we will also prove various upper bounds on the atoms, eventually
showing that ξ∞0 is subordinate to G−a .

For clarity the proof will be broken into paragraphs.

Construction of the finite partition η. Let x0 ∈ Suppµ ⊆ X be an
arbitrary starting point, and let rx0 be the injectivity radius of X = Γ\G
at x0. Applying Lemma 10.16, we see that there exists some positive r <
1
16rx0

such that Ω = BXr (x0) has µ-thin boundary. Below we will impose an
additional requirement on how small r should be. We define

η = {Ω,XrΩ}.

Clearly Hµ(η) 6 log 2 <∞.

Lower bound on atoms for η∞0 . By Lemma 10.18, for almost every x
there exists some δ > 0 with

B
G−a
δ
.x ⊆ [x]η∞0 .

Construction of the partition η̃. We define

η̃ = {XrΩ,Ω1, Ω2, . . . },

where

Ω1 = Ω ∩ a−1.Ω
Ω2 =

(
Ωra−1.Ω) ∩ a−2.Ω

...

Ωn =
(
Ωr

(
a−1.Ω ∪ a−2.Ω ∪ · · · ∪ a−n+1.Ω)) ∩ a−n.Ω

for any n > 1. In other words, in constructing the partition η̃ we split Ω
into countably many sets according to when a given point in Ω next visits Ω
(under forward iteration of the action of a). Notice that a consequence of
Poincaré recurrence is that

µ ({x ∈ Ω | an.x /∈ Ω for all n > 0}) = 0.

It follows that η̃ is a partition of X modulo µ.

Lower bound on atoms of η̃∞0 . Notice that η̃ 6 η∞0 , which implies once
more that for almost every x ∈ X there exists some δ > 0 with

B
G−a
δ
.x ⊆ [x]η̃∞0 . (10.19)
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342 10 Leafwise Measures and Entropy

Finite entropy of η̃. We claim that the countable partition η̃ has finite
entropy,

Hµ (η̃) <∞,

where we will use a convenient decomposition of the infinite sum. Notice first
that the sets

Ω1

Ω2, a.Ω2

Ω3, a.Ω3, a
2.Ω3

...

Ωn, a.Ωn, . . . , an−1Ωn

are all pairwise disjoint, and that (by ergodicity) their union is a co-null set
in X, so

∞∑
n=1

nµ(Ωn) = 1. (10.20)

It follows that

Hµ(η̃) = −µ(XrΩ) logµ(XrΩ)−
∞∑
n=1

µ(Ωn) logµ(Ωn)

6 −µ(XrΩ) logµ(XrΩ) +
∑

n:µ(Ωn)>e−n

nµ(Ωn) +
∑

n:µ(Ωn)6e−n

ne−n + C1

<∞,

where we have used monotonicity of the function t 7→ − log t for those n
with µ(Ωn) > e−n, and monotonicity of the function t 7→ −t log t for small
values of t for those n with µ(Ωn) 6 e−n. The constant C1 accommodates
the finitely many cases for which the monotonicity of t 7→ −t log t does not
apply.

Construction of the partition ζ. We now apply Lemma 10.22 with the
assumption that r < 1

16rx0
to the set Ω. Thus, each Ωn may be covered

by fn 6 ceκn sets of the form

x
(n)
i

n⋂
k=0

a−kBGr a
k

with x
(n)
i ∈ Ωn for i = 1, . . . , fn. We could use these sets to refine Ωn, but in

order to preserve the same lower bound we instead define sets that are larger
in the direction of G−a , and then use these to construct a refinement of Ωn.
Define sets by

Page: 342 job: VolumeIII macro: svmono.cls date/time: 15-Dec-2016/17:58



10.5 Construction of a Generator 343

B
(n)
1 = Ωn ∩ x(n)

1

(
n⋂
k=0

a−kBGr a
k

)
B
G−a
4r ,

B
(n)
2 = ΩnrB(n)

1 ∩ x(n)
2

(
n⋂
k=0

a−kBGr a
k

)
B
G−a
4r ,

...

B
(n)
fn

= Ωnr
(
B

(n)
1 ∪ · · · ∪B(n)

fn−1

)
∩ x(n)

fn

(
n⋂
k=0

a−kBGr a
k

)
B
G−a
4r .

With these sets we define the partition

ζ = {XrΩ,B(n)
i | n > 1, i = 1, . . . , fn}.

Notice that, by construction, ζ refines η̃. Roughly speaking, since Ω has

diameter less than 2r < 1
8rx0

, and we apply B
G−a
4r to all the sets used above,

we should think of the partition of Ωn into the sets above as being transverse
to the G−a -orbits, and this observation will be used below to prove the lower
bound.

Lower bound for the atoms of ζ∞0 . We will show that

B
G−a
δ
.x ⊆ [x]ζ∞0 (10.21)

whenever δd 6 r and (10.19) holds for x ∈ X, where d is chosen as in
Lemma 10.17 so that

anB
G−a
δ a−n ⊆ BG

−
a

r (10.22)

for all n > 0. Suppose therefore that y = u.x with u ∈ BG
−
a

δ and with

[x]η̃∞0 = [y]η̃∞0 .

Let m > 0 be fixed, and notice that am.x and am.y = (amua−m).(am.x)
belong to the same element of η̃. If this element is XrΩ, then am.x and am.y
also belong to the same element of ζ (specifically, to XrΩ). So suppose now
that

am.x, am.y ∈ Ωn
for some n > 1, and that

x′ = am.x ∈ Ωn ∩ x(n)
`

(
n⋂
k=0

a−kBGr a
k

)
B
G−a
4r (10.23)

for some ` ∈ {1, . . . , fn}. We claim that in this case
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y′ = am.y ∈ Ωn ∩ x(n)
`

(
n⋂
k=0

a−kBGr a
k

)
B
G−a
4r (10.24)

also. By the symmetry between x and y and the construction of the sets, this

then implies that x′, y′ ∈ B(n)
` ∈ ζ for the same `. Applying this for all n > 1,

we obtain the lower bound in (10.21).

So let x′ = x
(n)
` gux with

g ∈
n⋂
k=0

a−kBGr a
k

and ux ∈ B
G−a
4r as in (10.23). This implies that gux ∈ BG5r and x′, x

(n)
` ∈

Ω = Br(x0), while the injectivity radius at x0 is rx0
> 16r by choice of r.

Therefore, gux ∈ BG2r and so ux ∈ BG3r. However, y′ = amua−m.x′ with

amua−m ∈ BG
−
a

r

by (10.22). Together this gives

y′ = x
(n)
` g

(
uxa

mu−1a−m︸ ︷︷ ︸
∈BG

−
a

4r

)

as claimed in (10.24), completing the proof of (10.21).

Proof of finite entropy for ζ. For each n > 1 we define

µn =
1

µ(Ωn)
µ|Ωn

to be the normalized restriction of µ to Ωn. Then

Hµn(ζ) 6 log fn 6 log c+ κn,

since the partition ζ when restricted to Ωn contains only fn elements mod-
ulo µn. Moreover

Hµ(ζ) = Hµ(η̃) +Hµ(ζ
∣∣η̃)

by [?, Prop. ??], and so by (10.20)

Hµ(ζ
∣∣η̃) =

∞∑
n=1

µ(Ωn)Hµn(ζ)

6 log c+ κ

∞∑
n=1

nµ(Ωn) <∞,

which together with the fact that Hµ(η̃) <∞ implies that Hµ(ζ) <∞.
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Upper bound for the atoms of ζ∞0 . We claim that for almost every x
in Ω we have

[x]ζ∞0 ⊆

( ∞⋂
k=0

a−kBG4(1+d)ra
k

)
.x, (10.25)

which implies for almost every x ∈ XrΩ that

[x]ζ∞0 ⊆

( ∞⋂
k=n

a−kBG4(1+d)ra
k

)
.x,

where n > 1 is chosen so that an.x ∈ Ω. To see (10.25), note first that
if x ∈ Ωn then

[x]ζ ⊆ x(n)
`

(
n⋂
k=0

a−kBGr a
k

)
B
G−a
4r .

By Lemma 10.17 we also have

B
G−a
6r ⊆

n⋂
k=0

a−kBG4dra
k,

so that
[MLE] need to verify the

6r[x]ζ ⊆ x
n⋂
k=0

a−kBG4(1+d)ra
k.

On the other hand, we have

[an.x]ζ ⊆ (an.x)

n1⋂
k=0

a−kBG4(1+d)ra
k

almost surely, where n1 > 1 is such that an.x ∈ Ωn1 . This implies that

[x]ζ∞0 ⊆ x
n1+n⋂
k=0

a−kBG4(1+d)ra
k.

Repeating this argument successively, starting with

an+n1.x ∈ Ωn2
,

gives (10.25).

Understanding the upper bound. We now examine the intersection

D =

∞⋂
k=0

a−kBG4(1+d)ra
k
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more carefully. Suppose that g ∈ D. We claim that if r is sufficiently small
then either g ∈ G−a (the desired case) or there exists some s = s(g) > 0 for
which

d(anga−n, G−a ) > s (10.26)

for all n > 0.

Proof of (10.26) for a Lie group. If r is sufficiently small, then we may
write

w = log g ∈ g,

which by assumption has the property that

{Adna(w) | n > 0}

is bounded. This implies that (in the complexification of the Lie algebra) w
is a sum of generalized eigenvectors of Ada for eigenvalues of absolute value
less than one and of (non-generalized) eigenvectors of Ada with eigenvalues
of absolute value equal to one. If the latter eigenvalues appear in w (that
is, if the projection of w onto the corresponding sum of eigenspaces is non-
zero) then ‖Adna(w)‖ is bounded from below. Moreover, we also see that the
distance from Adna(w) to the Lie algebra of G−a is bounded from below. Since
the logarithm and exponential maps are locally Lipschitz, the claim (10.26)
follows.

Proof of (10.26) for an S-algebraic group. As above, we know by
assumption that

w = g − I ∈
∏
σ∈S

Matd(Qσ)

has the property that
{anwa−n | n > 0}

is bounded. Arguing as before using linear algebra over Qσ for all σ ∈ S, we
deduce that either w is a sum of generalized eigenvectors for the conjugation
by a with eigenvalues all of absolute value less than one, or that for some σ
the distance from anσwa

−n
σ to (Gσ)

−
aσ
−I has a lower bound. This gives (10.26)

once again.

Construction of the partition ξ. To obtain the generator ξ we need
to refine the partition ζ so as to ensure that for every δ > 0 there exists an
element Pδ ∈ ξ which satisfies

Pδ ⊆ yδBGδ B
G−a
4r (10.27)

for some yδ ∈ Ω. This will allow us to improve the upper bound for ζ∞0 to
the statement that ξ∞0 is subordinate to G−a modulo µ.

So let Q ∈ ζ be any of the partition elements with Q ⊆ Ω and µ(Q) > 0.
If there exists some y0 ∈ Q with
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µ
(
Q ∩ y0B

G−a
4r

)
> 0,

then we simply replace the set Q by the two sets Q∩ y0B
G−a
4r and Qry0B

G−a
4r ,

obtaining a partition ξ satisfying (10.27). So we may assume that

µ
(
Q ∩ y0B

G−a
4r

)
= 0

for all y0 ∈ Q. Then we can inductively find points yk ∈ Q and values δk
in (0, 1

k ) with

µ
(
Q ∩ y1B

G
δ1B

G−a
4r

)
∈
(
0, 1

2µ(Q)
)
,

µ
(
Qry1B

G
δ1B

G−a
4r ∩ y2B

G
δ2B

G−a
4r

)
∈
(
0, 1

4µ(Q)
)
,

...

µ
(
Qr

(
y1B

G
δ1B

G−a
4r ∪ · · · ∪ yk−1B

G
δk−1

B
G−a
4r

)
∩ ykBGδkB

G−a
4r︸ ︷︷ ︸

Qk

)
∈
(
0, 1

2k
µ(Q)

)

for k > 1. We define

ξ = ζ ∨
{
Xr

∞⋃
`=1

Q`, Qk | k ∈ N
}

Finite entropy of ξ. Monotonicity of the map t 7→ −t log t for small values
of t implies that

Hµ

(
ξ
∣∣ζ) = µ(Q)

(
−
∞∑
n=1

µ(Qn)

µ(Q)
log

µ(Qn)

µ(Q)

−µ (Qr∪∞k=1 Qk)

µ(Q)
log

µ (Qr∪∞k=1 Qk)

µ(Q)

)
6 µ(Q)

(
−
∞∑
n=1

1

2n
log

1

2n
+ C

)
<∞,

so Hµ(ξ) < ∞. Here C is some constant added to handle the finitely many
terms for which the monotonicity cannot be used.

Lower bound for the atoms of ξ∞0 . Our definition of ξ as a refinement
of ζ shares an essential feature of the definition of ζ as a refinement of η̃.

Once again we applied B
G−a
4r on the right to each of the sets that we used in

the refinement. Using this feature, the proof of the lower bound for the atoms
of ζ∞0 also goes through for the atoms of ξ∞0 .
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Upper bound for the atoms of ξ∞0 . By the upper bound for the atoms
of ζ∞0 , we already know that

[x]ξ∞0 ⊆

( ∞⋂
k=0

a−kBG4(1+d)ra
k

)
.x

for almost every x ∈ Ω. Now suppose that y = g.x ∈ [x]ξ∞0 for some

g ∈
∞⋂
k=0

a−kBG4(1+d)ra
k ∩BG2r.

We claim that this implies almost surely that g ∈ BG
−
a

2r . Suppose this is not
so, in which case

d
(
akga−k, G−a

)
> s (10.28)

for some s > 0 by (10.26). However, ξ contains a set Pδ of positive measure
with

Pδ ⊆ ysBGδ B
G−a
4r

for some ys ∈ Ω. By ergodicity and the assumption regarding y, there
exists some n > 1 with an.x, an.y ∈ Pδ almost surely. We have an.x =
ysgxux and an.y = ysgyuy, or equivalently an.y = (gyuy)−1.zs and zs =

(gxux).(an.x) with gx, gy ∈ BGδ and ux, uy ∈ B
G−a
4r . It follows that

an.y = (ang).x =
[
(gyuy)−1(gxux)an

].x.
However, since

d
(
anga−n, e

)
< 4(1 + d)r

and
d
(
(gyuy)−1gxux, e

)
< 2δ,

we have
anga−n = (gyuy)−1gxux

for sufficiently small δ and r. This shows that

d
(
anga−n, u−1

y ux
)

= d
(
uya

nga−n, ux
)

= d
(
g−1
y gxux, ux

)
6 ‖Ad−1

ux ‖d
(
g−1
y gx, e

)
6 ‖Ad−1

ux ‖2δ,

which is smaller than s for sufficiently small δ > 0. This contradiction
of (10.28) shows that for almost every x ∈ Ω we must have

[x]ξ∞0 ⊆ B
G−a
2r
.x.
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If x ∈ XrΩ and an.x ∈ Ω then we have

[x]ξ∞0 ⊆
(
a−nB

G−a
2r a

n
).x.

In other words, ξ is a finite entropy partition for which ξ∞0 is subordinate
to G−a modulo µ.

ξ is a generator. It remains to show that ξ is a generator with respect
to a. Let n 6 0 be chosen with an.x ∈ Ω. Then by the argument above we
have

[an.x]ξ∞0 ⊆ B
G−a
2r
.(an.x) ,

or equivalently that the atom [x]ξ∞n has a much smaller upper bound of the
form

[x]ξ∞n ⊆
(
a−nB

G−a
2r a

n
).x.

This shows that
[x]ξ∞−∞ = {x}

almost surely, which implies that ξ is a generator under the action of a as
required. �

Exercises for Section 10.5

Exercise 10.5.1. Show that in the case of a non-Archimedean group Gσ , the con-

stant κ(G, a, r) from Lemma 10.22 can be chosen to be independent of r.

Notes to Chapter 10

(36)(Page 321) This argument is due to Hopf [?]; see [?, Sec. 9.5] for an account of how

this idea may be used to prove ergodicity of the geodesic flow on the modular surface.
(37)(Page 326) This important result was one of the crowning achievements of Lebesgue’s
development of measure theory, and appears at the end of his monograph [?] of 1904.
Lebesgue also required the function to be continuous, and showed that the set of points

where the derivative does not exist has the property that for any ε > 0 it can be covered
by a countable sequence of intervals of total length no more than ε. Faber [?] showed that

the theory of Lebesgue integration is not really required for this result. We refer to Hewitt

and Stromberg [?, Th. 17.12] for a modern proof.
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Chapter 11

Measure Rigidity for Higher-Rank
Torus Actions

In Chapters 5 and 6 we introduced unipotent dynamics and showed some
cases of the striking rigidity results of the following shape: every invariant
probability measure if algebraic, every orbit closure is algebraic, and so on.
We also mentioned in passing that the action of a one-parameter split torus
subgroup (that is, a one-parameter R-diagonalizable flow), much like the
geodesic flow, cannot have any such rigidity properties (see p. 156 and [?,
Ch. 9]). However, Furstenberg, Margulis, Katok and Spatzier conjectured in
various forms that the action of a split two-parameter torus subgroup on a
homogeneous space should behave differently, and in particular should exhibit
rigidity. The first glimpse of this transition from the extreme flexibility, with
a vast diversity of possible invariant measures and invariant subsets for rank
one actions to the highly structured situation for rank two actions, with
severe restrictions on the possible invariant measures and invariant subsets,
was found by Furstenberg in 1967 (see his paper [?], and [?] for a discussion
and additional references).

We write Tr : T→ T for the map x 7→ rx (mod 1) on the circle.

Theorem. If p and q are distinct prime numbers, then the only closed infinite
subset of T = R/Z invariant under the maps Tp and Tq is T itself.

Furstenberg also raised the question of whether this topological rigidity
had a measure-theoretic analog.

[Furstenberg] Is the Lebesgue measure mT on T = R/Z the only non-
atomic Tp, Tq-invariant probability measure if p and q are multiplicatively
independent† integers?

This question remains open. The strongest partial result towards it was
obtained by Rudolph [?] for p and q relatively prime, and this was later
generalized by Johnson [?] to the multiplicatively independent case (also
see [?] for a treatment and additional references).

† That is, with the property that pm = qn for integers n,m requires m = n = 0.
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352 11 Measure Rigidity for Higher-Rank Torus Actions

Theorem 11.1 (Rudolph–Johnson). Let p and q be multiplicatively inde-
pendent integers. A probability measure µ on T that is invariant and ergodic
under the action of the semigroup generated by Tp and Tq and has hµ(Tp) > 0
must be Lebesgue measure.

This result motivated Margulis, Katok, and Spatzier to consider higher-
dimensional (that is, toral) and homogeneous space analogs. For toral au-
tomorphisms the topological case was dealt with by Berend [?], and the
Rudolph–Johnson theorem was generalized, following some more restricted
results by Katok and Spatzier [?] resp. Kalinin and Katok [?], by Einsiedler
and Lindenstrauss [?].

In the homogeneous setting we have the following important conjecture.

Conjecture 11.2 (Margulis). Let

A =


et1

et2

et3

 | t1 + t2 + t3 = 0


be the positive diagonal subgroup† in SL3(R), and let 3 = SL3(Z)\ SL3(R) be
the homogeneous space of unimodular lattices in R3. Then every bounded A-
orbit in 3 is a compact periodic orbit.

This conjecture can also be phrased in other similar homogeneous spaces
(which we will discuss later), but it remains open in all of them. Somewhat
surprisingly, for the analogous question regarding invariant measures our un-
derstanding of Tp, Tq-invariant measures on T and of A-invariant measures
on 3 is more or less the same. After some more restricted results by Katok,
Spatzier, Kalinin and Einsiedler the following result was proved by Einsiedler,need to sort out ref-

erences Katok and Lindenstrauss in 2006 in [?].

Theorem 11.3 (Einsiedler–Katok–Lindenstrauss). Let µ be an A-invariant
ergodic probability measure on 3. If hµ(a) > 0 for some a ∈ A, then µ = m3

is the Haar measure.

We will prove this and some more general results of the same flavor in
Section ??, but will not prove the most general form obtained by Einsiedler
and Lindenstrauss, referring instead to their papers [?] and [?].

As we will discuss in Section ?? in greater detail, the partial measure
classification above makes use of the special nature of the lattice SL3(Z) <
SL3(R). It also holds for some other natural lattices, but not for all lattices.
This is quite different to the case of unipotent dynamics, where the lattice
(or discrete subgroup) does not play any role in the statement.

† Strictly speaking A is not the complete group of R-points of the torus given by the
diagonal subgroup but the compact group of possibilities for the signs of the diagonal

entries that is missing does not make any difference for the problems considered here, so

we will still describe this as a torus action.
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11.1 Product Structure of Leafwise Measures; First Version 353

11.1 Product Structure of Leafwise Measures; First
Version

We start our discussion of higher-rank torus actions with the following result
on leafwise measures. We note that even though this only needs a single semi-
simple element, the theorem is most useful in the discussion of the dynamics
of higher-rank torus subgroups. The theorem goes back to work of Einsiedler
and Katok [?] and was generalized by Lindenstrauss [?]. We will return to
this phenomenon in the higher-rank setting in the next section.

Theorem 11.4 (Product structure of leafwise measures). Let G be
an S-algebraic group, Γ < G a discrete subgroup, and let X = Γ\G. Let a ∈ G
be a QS-diagonalizable element, let U 6 G−a and M 6 CG(a) be two closed a-
normalized subgroups with the property that M also normalizes U . Suppose
that µ is an a-invariant probability measure on X such that for µ-almost
every x ∈ X the orbit map M 3 m 7→ m.x is injective. Then the same is true
for the subgroup MU ∼= M n U , and the leafwise measures satisfy

µMU
x ∝ µMx × µUx

for µ-almost every x ∈ X.

As we will see, the proof combines two ideas, both of which we have used
before. First notice that a probability measure ν on a product space Y × Z
is a product measure if and only if the conditional measures for the alge-
bra A = {Y } ×BZ almost surely have the form νA

(y,z) = νY × δz for some
measure νY that can almost surely be chosen independently of z. If this
holds then ν = νY × πZ(ν). Second, we will use Hopf’s argument to show
that µMx = µMu.x for µ-almost every x, u.x ∈ X with u ∈ U , and more gener-
ally µMx ∝

(
µMmu.x

)
m for µ-almost every x,mu.x ∈ X with u ∈ U and m ∈M .

Due to Proposition 9.13, this gives precisely the analog of the characterization
above of product measures for leafwise measures.

Proposition 11.5 (Key invariance property). Let X, a,M,U and µ be
as in Theorem 11.4. Then there exists a set of full measure X ′ ⊆ X such
that x, (mu).x ∈ X ′ implies that µMx ∝ µM(mu).xm.

Proof. By Corollary 9.17, x 7→ µMx is a measurable map. Fix some ε > 0,
and let X0 ⊆ X be a set of full measure chosen so that all the almost sure
properties of the leafwise measure from Chapter 9 hold for x ∈ X0. By Lusin’s
theorem (Corollary 9.17) there exists a compact set Kε ⊆ X0 with µ(Kε) >
1 − ε such that Kε 3 x 7→ µMx is continuous. Using the maximal ergodic
theorem for the set

Xε =

{
x ∈ X0 |

1

n

n−1∑
k=0

1Kε(a
n.x) > 1

2
for all n > 1

}
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354 11 Measure Rigidity for Higher-Rank Torus Actions

we see that µ(Xε) > 1 − 2ε. Now suppose that x,mu.x ∈ Xε. Then there
exists a sequence (nk) with nk ↗ ∞ as k → ∞ with ank.x, ankmu.x ∈ Kε

and ank.x→ z ∈ Kε as k →∞. This implies that

ankmu.x = mankua−nk.(ank.x) −→ mI.z = mz

as k →∞. Using Proposition 9.2, this shows that

µMank.x = µMx ,

since conjugation by a acts trivially on M . Similarly,

µMankmu.x = µMmu.x.

By continuity of the leafwise measure on Kε, we also get

µMx = µMank.x −→ µMz

and
µMmu.x = µMankmu.x −→ µMm.z

as k →∞. Using Proposition 9.13 we also have(
µMmu.z

)
m ∝ µMz ,

which gives
µMmu.xm ∝ µMx .

Now choose ε = 1
n , assume that

K1 ⊆ K1/2 ⊆ K1/3 ⊆ · · ·

so that
X ′ =

⋃
n>1

X1/n

is an increasing union of sets with µ(X ′) = 1. If now x,mu.x ∈ X ′ then there
exists some n with x,mu.x ∈ X1/n, and the proposition follows. �

Proof of Theorem 11.4. (to come) �

11.2 The High Entropy Method

The main argument of [?] has subsequently been described as the high entropy
method, as it allows one to prove a quite general measure classification for
invariant measures that have high entropy in the sense that it is close to the
maximal entropy possible (see Einsiedler and Katok [?]). We will follow the
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argument as it is presented in the notes of Einsiedler and Lindenstrauss [?],
and will prove the following result.

Theorem 11.6 (High entropy theorem). Let X = Γ\G be the quotient
of an S-algebraic semi-simple group by a discrete subgroup. Let σ ∈ S and
let Aσ be a Qσ-diagonalizable subgroup contained in a simple subgroup H
of Gσ with dimAσ > 2. Then there exists some c ∈ (0, 1) such that if µ is
an Aσ-invariant ergodic probability measure on X, and a ∈ Aσr{I} satisfies

hµ(a) > c| log mod(a,G−a )|,

then µ is an H-invariant algebraic measure.

Notice that by Section 10.1.2, if µ was known to be invariant under G−a
then | log mod(a,G−a )| would be the entropy of a with respect to µ. In the
case X = Γ\ SL3(R) and the action of the full diagonal subgroup A, we can
take c = 1

2 (see Exercise 11.2.1).

11.2.1 The Supporting and the Invariance Subgroup

Our goal is once more to start with the given a-invariance and to deduce
additional invariance for µ. More precisely, we wish to show that invariance
of µ under some subgroup of G−a for some a that preserves µ. To this end

we will study the leafwise measures µ
G−a
x or µUx for an a-normalized U < G−a

more carefully. With an eye on future applications, we will do this in greater
generality† than is needed for the proof of Theorem 11.6.

Definition 11.7. Let G be an S-algebraic group. An element a ∈ G is called
p-semi-simple‡ if a = (aσ)σ∈S with aσ = I for all σ ∈ Sr{σ0} for some σ0 ∈ S
and aσ0

is R-diagonalizable with positive eigenvalues if σ0 = ∞ and Qp-
diagonalizable with eigenvalues in pZ if σ0 = p <∞.

Lemma 11.8 (Supporting Subgroup). Let X = Γ\G be the quotient of
an S-algebraic by a discrete subgroup. Let a ∈ G be a p-semi-simple element.
Suppose that µ is an a-invariant probability measure, and let PUx be the closed
subgroup generated by SuppµUx . Then for µ-almost every x, PUx is an a-
normalized Zariski closed and Zariski connected subgroup of U . If σ0 = ∞,
then PUx is also connected as a Lie group.

Proof of Lemma 11.8 for σ0 = ∞. Let X ′ ⊆ X be a subset of full
measure on which all the almost sure properties of Chapter 9 hold. Fix ε > 0

† As usual, we will not however attempt maximal generality in order to avoid unnecessary

complications.
‡ Here we are using p to denote an arbitrary place of Q with p =∞ corresponding to the

usual absolute value.
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356 11 Measure Rigidity for Higher-Rank Torus Actions

and let K ⊆ X ′ be a Lusin set with measure exceeding (1 − ε) for the
map x 7−→ µUx (that is, a set on which the map is continuous).

Suppose now that x ∈ K satisfies Poincaré recurrence for a−1, meaning
that there is a sequence nk → −∞ as k → ∞ such that ank.x ∈ K for
all k > 1 and ank.x→ x as k →∞. Recall from Theorem 9.6 that

µUank.x ∝ (Θnka )∗ µ
U
x , (11.1)

where Θa : U → U denotes conjugation by a on U . It follows that

PUank.x = Θnka
(
PUx
)
.

By Lemma 3.31, we know that the Lie algebra of PUank.x converges to an a-
normalized Lie algebra. Moreover, if PUx is not connected then PUank.x has
all other connected components for large k far from the identity component.
Since SuppµUank.x ⊆ PUank.x for all k > 1 and µUank.x → µUx as k → ∞, it
follows that SuppµUx is contained in a connected a-normalized Lie subgroup
of U whose dimension equals the dimension of the Lie algebra of PUx . This
implies that PUx is a connected a-normalized Lie subgroup of U . This shows
the lemma for almost every x ∈ K. Since µ(K) > 1 − ε and ε > 0 was
arbitrary, the lemma follows. �

Proof of Lemma 11.8 for σ0 = p <∞. (to come) �

Lemma 11.9 (Invariance subgroup). Let X = Γ\G be the quotient of
an S-algebraic group by a discrete subgroup. Let a ∈ G be a p-semi-simple
element, and suppose that µ is an a-invariant probability measure on X.
Let IUx = {u ∈ U | u∗µUx ∝ µUx }. Then, for µ-almost every x, IUx is an a-
normalized Zariski closed and Zariski connected subgroup of U , and IUx =
{u ∈ U | u∗µUx = µUx }. If σ0 =∞, then IUx is also connected as a Lie group.

Proof for σ0 =∞. Let X ′ ⊆ X, ε > 0, and K ⊆ X ′ be as in the beginning
of the proof of Lemma 11.8. Suppose that x ∈ K satisfies Poincaré recurrence
for a, so there is a sequence nk → ∞ as k → ∞ such that ank.x ∈ K for
all k > 1 and ank.x → x as k → ∞. Suppose in addition that u∗µ

U
x = cµUx

for some u ∈ U and c > 0. Applying (11.1) we see that(
ankua−nk

)
∗ µ

U
ank.x = cµUank.x.

Notice that since K 3 u 7−→ µUx is continuous, there exists some M > 0 such
that µUx

(
BU2
)
6M for all x ∈ K. If now ` ∈ Z is arbitrary, then there exists

some k > 1 such that anku`a−nk ∈ BU1 , and since ank.x ∈ K, we have

c` =
(
anku`a−nk

)
∗ µ

U
ank.x

(
BU1
)

= µUank.x
((
anku`a−nk

)−1
BU1

)
6 µUank.x

(
BU2
)
6M.
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Since ` ∈ Z is arbitrary, we deduce that c = 1. Thus

IUx = {u ∈ U | u∗µUx ∝ µUx } = {u ∈ U | u∗µUx = µUx }

for µ-almost every x ∈ K. It remains to show that IUx is a-invariant and
connected.

Let hUx be the Lie algebra of IUx . By (11.1) we have

Adnka (hUx ) = hUank.x,

and by Lemma 3.31 we also see that hUank.x converges as k → ∞ to an Ada-
normalized Lie algebra h.

Since µUank.x is invariant under exp(vk) for all vk ∈ hUank.x, and since

µUank.x −→ µUx

as k → ∞ it follows that µUx is invariant under exp(v) for all v ∈ h. In
other words, h 6 hUx . Since both algebras have the same dimension it follows
that h = hUx is Ada-normalized. Since exp : h → IUx is a polynomial isomor-
phism into the connected component of IUx with a polynomial inverse, the
lemma will follow once we have shown that IUx is connected.

We may split g−a and h into eigenspaces for Ada, writing

g−a = (g−a )1 + · · ·+ (g−a )`

and
h = h1 + · · ·+ h`,

where hi 6 (g−a )i are the respective eigenspaces for Ada with eigenvalue λi.
We may suppose without loss of generality that 1 > λ1 > · · · > λ`.

Now choose a subspace Vi 6 (g−a )i transverse to hi, so that (g−a )i = hi+Vi,
for each i = 1, . . . , `. Thus g−a = h + V where V = V1 + · · ·+ V`.

We claim that for any u ∈ IUx there exists some w ∈ h such that

log(u exp(w)) ∈ V.

If G−a is abelian, this may be seen by a straightforward linear algebra ar-
gument. In general we show this using the following inductive procedure.
Suppose that

log u ∈ V1 + · · ·+ Vi−1 + (g−a )i + · · ·+ (g−a )`

for some i 6 `. Notice that for i = 1 the claim is trivially satisfied, so assume
that i > 1. Then

g(i)
a =

∑
j>i

(g−a )j
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358 11 Measure Rigidity for Higher-Rank Torus Actions

is a Lie ideal of g−a modulo which (g−a )i is in the center, by Section 2.1.1.
Hence we may split the ith component of log u in the eigenspace decomposi-
tion above into a component in Vi and a component wi ∈ hi. We replace u
by u exp(−wi) which gives

log(u exp(−wi)) ∈ V1 + · · ·+ Vi + g(i)
a ,

since log g1g2 = log g1 + log g2 if g1 and g2 commute and exp(wi) belongs to
the center of Uo/ exp(g−a ).

By induction we may therefore assume for u exp(−wi) that there exists
some w′i ∈ h such that

u exp(−wi) exp(w′i) = u exp(w′′i ) ∈ V

for some w′′i ∈ h. For i = 1 this gives the claim.
If IUxr(IUx )o is non-empty, we may apply the claim and find some

u ∈ IUxr(IUx )o

with v = log u ∈ V . In this case we will find a one-parameter subgroup of IUx
of the form {exp(tw) | t ∈ R} with w ∈ V . By definition of h and of V
this gives a contradiction, and thus shows that IUx is connected. So suppose
that exp(v) ∈ IUxr(IUx )o. Then

exp (mAdnka (v)) = ank exp(v)ma−nk ∈ IUank.x

and mAdna(v) ∈ V for all m,n ∈ Z. By Lemma 3.31, the limit

lim
k→∞

1

‖Adnka (v)‖
Adnka (v) = w ∈ V

exists.
We claim that exp(tw) ∈ IUx for all t ∈ R. Indeed, given t ∈ R we may

choose an integer sequence (mk) such that

mk‖Adnka (v)‖ −→ t

as k →∞ (since ‖Adnka (v)‖ → 0 as k →∞) to obtain

exp(tw) = lim
k→∞

exp

(
mk‖Adnka (v)‖ 1

‖Adnka (v)‖
Adnka (v)

)
︸ ︷︷ ︸

∈IU
ank.x

∈ IUx

as required. �
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Problems for Section 11.2.1

Exercise 11.2.1. (a) Show that for X = Γ\SL3(R) and the action of the full diagonal

subgroup A, we can take c = 1
2

in Theorem 11.6.

(b) Let

L =

{(
g

(det g)−1

)
| g ∈ GL2(R)

}
and

C =


λ λ

λ−2

 | λ > 0

 .

Suppose that Γ 6 SL3(R) is a discrete subgroup with the property that the orbits ΓL

and ΓC have finite volume. Deduce that the conclusion of Theorem 11.6 cannot hold for
any c < 1

2
(including not the conclusion that µ is algebraic).
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Part III

Applications to Number Theory
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(discussion and relation to first volume?)
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Chapter 12

Mixing and Counting

In this chapter we will briefly mention some classical questions going back to
work of Gauss, and then discuss in greater detail more recent developments
due primarily to Duke, Rudnick, Sarnak, Eskin and McMullen. We will not
aim for maximal generality as we only want to expose the striking connection
between equidistribution problems and asymptotic counting problems. Using
this connection we will also be able to calculate the co-volume of some natural
lattices, including that of SL3(Z) in SL3(R).

12.1 Equidistribution and the Gauss Circle Problem

In this section we will outline a connection between an equidistribution result
and a lattice-point counting problem in the classical setting of the Gauss circle
problem. This problem asks for estimates of the number of integral points in
the disk of radius R. The basic observation here is that the first estimate is
given by the area of the disk, so the emphasis concerns controlling the error
term. Write ‖ · ‖ for the Euclidean norm on R2.

Proposition 12.1. For any R > 0 let

N(R) =
∣∣{n ∈ Z2 | ‖n‖ 6 R}

∣∣ . (12.1)

Then
N(R) = πR2 + O(R).

The proof is geometric, and does not require an equidistribution result.
Indeed, the main term πR2 is the area of the 2-dimensional ball of radius R,
and the error term is related to the area of an annulus, as indicated in Fig-
ure 12.1.

Proof. Consider the unit square S = [− 1
2 ,

1
2 ) × [− 1

2 ,
1
2 ), which is a funda-

mental domain for Z2 < R2. Then, as indicated in Figure 12.1, we have
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S

Fig. 12.1 Containing the error term for N(R) inside an annulus.

BR− 1√
2
(0) ⊆ S + {n ∈ Z2 | ‖n‖ 6 R} ⊆ BR+ 1√

2
(0).

By taking areas, we conclude that(
R− 1√

2

)2

π 6 N(R) 6

(
R+

1√
2

)2

π

as required. �

It is conjectured that(38)

N(R) = πR2 + Oε

(
R

1
2 +ε
)

(12.2)

for all ε > 0. We refer to the paper of Ivić, Krätzel, Kühleitner and Nowak [?]
for a survey of the many partial results towards this conjecture.

To motivate later arguments, we want to sketch an argument giving a
connection between the error term in N(R) and equidistribution properties
of large circles in R2 modulo Z2. It seems unlikely that this would help in
proving the conjecture, but with some effort such an equidistribution result
could give

N(R) = πR2 + O
(
R1−δ)

for some δ > 0 (see Exercise 12.1.4).
Let

T1R2 = {(x, v) | x ∈ R2, v ∈ R2, ‖v‖ = 1} = R2 × S1

be the unit tangent bundle of R2, and let

T1T2 = {(x, v) | x ∈ T2, v ∈ R2, ‖v‖ = 1} = T2 × S1

be the unit tangent bundle of T2. Also write

(x, v) (mod Z)2 = (x (mod Z)2, v)
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12.1 Equidistribution and the Gauss Circle Problem 367

for the canonical map from T1R2 to T1T2. We also write d(x, v) for the
canonical volume form in T1T2.

Proposition 12.2. Let

γR : [0, 1] −→ T1R2

t 7−→ (Re2πit, e2πit)

be the constant speed parametrization of the outward tangent vectors on the
circle of radius R. Then∫ 1

0

f
(
γ(t) (mod Z)2

)
dt −→

∫
T1T2

f(x, v) d(x, v)

as R→∞, for every f ∈ C
(
T1T2

)
.

The idea of proof for this proposition is that a piece of a circle equidis-
tributes on the torus when expanded (which can be proven using Fourier
series). Since this is true for any piece of the circle, this gives the equidis-
tribution result on the unit tangent bundle of the torus. We refer to [?] for
more details.

We are now ready to present a modest improvement to the error term in
Proposition 12.1 using the equidistribution from Proposition 12.2. As before
we write N(R) =

∣∣{n ∈ Z2 | ‖n‖ 6 R}
∣∣.

Theorem 12.3. N(R) = πR2 + o(R).

Once again we only sketch the argument and refer to [?] for more details.
In order to take advantage of the equidistribution result, one needs to find
a function defined on the unit tangent bundle with the property that the
integral along a line segment relates to the difference between an area calcu-
lation and a lattice point count. To this end, first define the function h on
the fundamental domain

T1S = [− 1
2 ,

1
2 )× [− 1

2 ,
1
2 )× S1

using Figure 12.2 (recall that S is the unit square [− 1
2 ,

1
2 )× [− 1

2 ,
1
2 )).

In other words, h(x, v) is the difference between an area calculation and
the simple lattice count of whether or not 0 belongs to the polygon. Using
this function we also define f : S × S1 → R by

f(x, v) =
h(x, v)

length of L(x, v)
,

where L(x, v) is the line segment in S going through x and normal to v, as
illustrated in Figure 12.2.

One then needs to show that f is Riemann integrable (so that the equidis-
tribution result from Proposition 12.2 can be used) and that the integral along
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0

Lxv

x

v

Fig. 12.2 The value h(x, v) is the area of the polygon determined by S and the half-

space with x on its boundary and v as outward normal, minus 1 if and only if 0 lies in the
polygon.

a piecewise linear version of the circle (defined by the various translates of
the fundamental domain) and the circle are very close to each other.

Exercises for Section 12.1

Exercise 12.1.1. Let d > 2. Prove that

N∗(R) = |{n ∈ Zd | n is primitive and ‖n‖ 6 R}|

satisfies N∗(R) = (ζ(d)−1Vd + o(1))R2 as R→∞. Here Vd is the volume of the unit ball
in Rd and ζ(s) =

∑∞
n=1 n

−s denotes the Riemann zeta function.

Exercise 12.1.2. Prove Proposition 12.2 and Theorem 12.3.

Exercise 12.1.3. Generalize Proposition 12.1 to an effective statement in the form∣∣∣∣∫ 1

0

f
(
γR(t) (mod Z)2

)
dt−

∫
T1T2

f(x, v) d(x, v)

∣∣∣∣� R−δ1 (f),

for some fixed δ1 > 0, (f) denotes some Sobolev norm, and f ∈ C∞
(
T1T2

)
is arbitrary.

Exercise 12.1.4. Using Exercise 12.1.3, sharpen Theorem 12.3 to the form

N(R) = πR2 + O
(
R1−δ2

)
for some δ2 > 0.

12.2 Counting Points in Γ · i ⊆ H

In this section we outline a lattice point count on the hyperbolic plane. For
any lattice Γ in PSL2(R) we define
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N(R) = |{γ(i) | d(γ(i), i) < R, γ ∈ Γ}| .

Theorem 12.4 (Selberg). N(R) =
volume

(
BH
R(i)

)
volume (Γ\H) |StabΓ (i)|

+o
(
volume

(
BH
R(i)

))
as R→∞.

Selberg [?] uses a completely different spectral method to prove this the-
orem(39), and obtains additional information about the error term. We will
present an approach following Eskin and McMullen [?] that uses mixing and
equidistribution following the set-up of Duke, Rudnick and Sarnak [?] (which
we will discuss in Section 12.3). As we saw in Section 12.1, the simple ar-
gument for counting problems connected to the lattice Z2 6 R2 that simply
tiles the ball of radius R using translates of a fundamental domain will give
a heuristic rationale for the main term, but the following lemma describes
a crucial but well-known difference between the Euclidean and hyperbolic
plane (the details may be found in [?] or any hyperbolic geometry textbook).

Lemma 12.5. volume
(
BH
R(i)

)
= 2π (cosh(R)− 1) for all R > 0.

This complicates the study of the lattice since volume
(
BH
R(i)

)
is asymp-

totic to πeR, and so the volume volume
(
BH
R+c(i)rBH

R(i)
)

of an annulus is

comparable in size to the volume volume
(
BH
R(i)

)
of the ball. In other words,

the error term produced by the annulus has the same order of magnitude as
the main term.

Another complication arises in the case Γ = SL2(Z), where the fundamen-
tal domains are unbounded with respect to the metric, so in order to use an
annulus to capture all of them we should use c = ∞ (or at least some large
value to capture most of the translates of the fundamental domain).

Because of this — a manifestation of the hyperbolic geometry at work
here — the study of the boundary effects is much more important than it is
in the case of Z2 < R2, where the volume of the annulus is asymptotically
negligible in comparison with the volume of the ball.

To estimate these boundary effects we will also need the following equidis-
tribution result concerning large circles as illustrated in Figure 12.3 (which
will be a consequence of mixing). Below we will work with PSL2(R) but will
still use the matrix notation for the elements of PSL2(R), for example writing

kφ =

(
cosφ − sinφ
sinφ cosφ

)
∈ K = SO(2)/{±1} = {kφ | φ ∈ [0, 1)}.

Theorem 12.6 (Equidistribution of Large Circles). For any point z
in H, the circles obtained by following geodesics from z in all directions for
time t equidistribute in PSL2(Z)\T1H. Indeed, for any finite volume quotient

X = Γ\PSL2(R)
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we have†
1

π

∫ π

0

f (gkφ.x) dφ −→ 1

mX(X)

∫
X

f dmX (12.3)

as g →∞ in PSL2(R).

We note that the proof of the theorem uses the same argument as in
Chapter 5, and leave the details as an exercise.

Fig. 12.3 Equidistribution of large circles in the modular surface becomes visible after

the circle is moved into the fundamental domain using the isometries in Γ .

Theorem 12.4 now follows from the discussion in the next section by set-
ting H = K.

12.3 The Counting Method of Duke–Rudnick–Sarnak
and Eskin–McMullen

Eskin and McMullen [?] use mixing to establish asymptotic counting results
in a more general context. For this (and in preparation for other special cases
to be considered later) we describe in this section the general set-up for the
work of Duke, Rudnick and Sarnak [?] (which is also used in the work of Eskin
and McMullen [?]) on how to relate a counting problem for points in Γ -orbits
on V = G/H to the equidistribution problem for ‘translated’ H-orbits of the
form

gHΓ ⊆ X = G/Γ .

In many cases (for example, in the context of affine symmetric spaces), the
methods of this chapter can be used to give the asymptotic of the counting for
the number of integer points on varieties. In fact, suppose G and H consist of

† In this section we will not normalize the Haar measures on the quotient spaces to be
probability measures, and instead will assume that they are compatible with a canonically
chosen Haar measure on the group.
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the R-points of algebraic groups defined over Q, V = G/H can be identified
with a variety defined over Q, and V (Z) is non-empty. Then we get that V (Z)
is a disjoint union

V (Z) =
⊔
i

G(Z)vi

of different Γ = G(Z)-orbits. Frequently this is a finite union, and then
one gets the asymptotic for |V (Z) ∩ Bt| by assembling the results for the
individual counts |G(Z)vi ∩ Bt|. We will discuss the details of such integer
point counting problems in special cases in the remaining sections of this
chapter, and we refer to the papers of Duke, Rudnick and Sarnak and of
Eskin and McMullen [?, ?] for a detailed discussion of the general problem
of counting lattice points in affine symmetric spaces.

12.3.1 Compatibility of all Haar measures involved

In order to state the result, we have to briefly describe the necessary com-
patibility of all the Haar measures involved. Let mG be a Haar measure on
a unimodular group G, and let Γ < G be a lattice, on which we choose
counting measure as the Haar measure. As we know mG induces in a natural
way a Haar measure mX on X = G/Γ , giving total mass mX(X) = mG(F )
where F ⊆ G is a Borel fundamental domain for (the right action of) Γ .

Assume that H < G is a closed unimodular subgroup with Haar mea-
sure mH . Then (see Appendix B) we may define a measure mG/H with
the following compatibility property which is analogous to Fubini’s theorem.
If f ∈ L1

mG(G) then the function F defined by the relation

F (gH) =

∫
H

f(gh) dmH(h) (12.4)

exists for almost every g ∈ G, and the measure mG/H satisfies∫
G/H

F (gH) dmG/H =

∫
G

f dmG. (12.5)
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12.3.2 First step: Dynamics gives an Averaged
Counting Result

12.3.2.1 Dynamical Assumptions on X

Let Γ < G be a lattice, and assume that H < G is a closed subgroup with
the property that Γ ∩ H < H is also a lattice. We make the following†

equidistribution assumption

the translated H-orbits gHΓ equidistribute in X = G/Γ (12.6)

as gH →∞ in G/H.

12.3.2.2 Averaged Counting Result

The assumptions above already imply a weak* version of our desired counting
result in the following sense. We let {Bt | t ∈ R} be a collection of subsets
of G/H each with finite Haar measure, and define a modified orbit-counting
function Ft : X → R>0 by

Ft(gΓ ) =
1

mG/H(Bt)
|gΓH ∩Bt| ,

which counts elements within the Γ -orbit of H ∈ G/H translated by g be-
longing to the set Bt. If mG/H(Bt) → ∞ as t → ∞, then we have the
weak*-convergence

Ft dmX −→
mH/Γ∩H(H/Γ ∩H)

mX(X)
dmX (12.7)

as t→∞.

12.3.3 Second step: Additional Geometric Assumptions
imply the Counting Result

12.3.3.1 Geometric Assumption on Bt

In order to be able to obtain from the averaged counting result above the
desired counting result, we need to assume that the sets Bt are well behaved
in a geometric manner. We say that a monotonically increasing family

† Alternatively, we may just assume some equidistribution on average — in a sense to be
made clear in the proof.
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{Bt | t ∈ R}

of subsets of G/H is well-rounded if

mG/H(Bt) −→∞

as t→∞, and for every δ > 0 there exists a neighborhood U of I ∈ G with

Bt−δ ⊆
⋂
g∈U

gBt ⊆ Bt ⊆
⋃
g∈U

gBt ⊆ Bt+δ,

and furthermore for every ε > 0 there exists δ > 0 with

mG/H(Bt+δ)

mG/H(Bt)
< 1 + ε

for all t > 0

12.3.3.2 Asymptotic Counting Result

If the translated H-orbits equidistribute as assumed in (12.6), and the family
of sets {Bt} is well-rounded as above, then we have the asymptotic

lim
t→∞

1

mG/H(Bt)
|ΓH ∩Bt| =

mH/Γ∩H(H/Γ ∩H)

mX(X)
(12.8)

for the orbit-point counting problem.

12.3.4 Proofs

We now turn to considering the components of the outlined argument in
greater detail.

Proof of weak*-convergence in (12.7). For simplicity of notation we
set Y = H/Γ ∩H and accordingly let mY denote the Haar measure induced
by mH on Y . We assume (12.6), or more precisely that the normalized trans-
lation

1

mY (Y )
g∗mmY

of the Haar measure mY on

Y = H/Γ ∩H ⊆ X = G/Γ

translated by gH ∈ G/H converges to the normalized Haar measure
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1

mX(X)
mX

in the following averaged sense. For α ∈ Cc(X) we require that

1

mY (Y )mG/H(Bt)

∫
Bt

∫
Y

α (ghΓ ) dmY (hΓ ) dmG/H(gH)

−→ 1

mX(X)

∫
α dmX (12.9)

as t→∞. This is certainly satisfied if both

1

mY (Y )

∫
Y

α (ghΓ ) dmY −→
1

mX(X)

∫
α dmX

as Hg →∞ in G/H and
mG/H(Bt)→∞

as t → ∞, but (12.9) is a weaker requirement because of the additional
averaging.

We wish to deduce from this assumption that∫
X

Ft(x)α(x) dmX −→
mY (Y )

mX(X)

∫
X

α dmX

as t→∞.
The proof is relatively short, and consists of an application of the fold-

ing/unfolding trick using the spaces

G/Γ ∩H

zz %%
G/Γ G/H.

By definition,

Aαt =

∫
X

Ft(x)α(x) dmX =

1

mG/H(Bt)

∫
G/Γ

∑
γ∈Γ/Γ∩H

1Bt(gγH)α(gΓ ) dmX(gΓ ),

in which the sum over γ ∈ Γ/Γ ∩H denotes the sum over a list of represen-
tatives of the cosets of Γ ∩H in Γ . Thus by using the compatibility of the
Haar measures in (12.4)–(12.5) we get
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Aαt =
1

mG/H(Bt)

∫
G/Γ∩H

1Bt(gH)α(gΓ ) dmG/Γ∩H(g(Γ ∩H))

=
1

mG/H(Bt)

∫
G/H

1Bt(gH)

∫
H/Γ∩H

α(ghΓ ) dmY (hΓ ) dmG/H(gH)

=
1

mG/H(Bt)

∫
Bt

∫
Y

α(ghΓ ) dmY (hΓ ) dmG/H(Hg),

which converges (by assumption) to

mY (Y )

mX(X)

∫
X

α dmX

as t→∞. �

Proof of the pointwise count in (12.8). We now suppose that the
weak*-convergence discussed above holds, and that the family of sets Bt is
well-rounded as defined in Section 12.3.3. From this we wish to derive the
asymptotic

1

mG/H(Bt)
|(ΓH) ∩Bt| −→

mY (Y )

mX(X)
,

using the same argument as was used for the counting problem on H.
Let ε > 0 be arbitrary, and choose δ > 0 so that

mG/H(Bt+δ)

mG/H(Bt)
< 1 + ε

for all t, and choose a symmetric neighborhood U = U−1 ⊆ G of I ∈ G with

UBt ⊆ Bt+δ

for all t. Further let α ∈ Cc(X) be an approximate identity at the identity
coset, in the sense that α > 0 ∫

X

α dmX = 1,

and Supp(α) ⊆ UΓ . Then we have for any g ∈ BGδ that
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Ft+δ(g) =
1

mG/H(Bt+δ)
|gΓH ∩Bt+δ|

=
1

mG/H(Bt+δ)

∣∣∣∣∣∣∣ΓH ∩ g−1Bt+δ︸ ︷︷ ︸
⊇Bt

∣∣∣∣∣∣∣
>

mG/H(Bt)

mG/H(Bt+δ)

1

mG/H(Bt)
|ΓH ∩Bt|

>
1

1 + ε

1

mG/H(Bt)
|ΓH ∩Bt| .

Multiplying by α, integrating with respect to mX and letting t→∞ gives

lim sup
t→∞

1

mG/H(Bt)
|ΓH ∩Bt| 6 (1 + ε)

mY (Y )

mX(X)
.

The second inequality is derived in the same way. �

12.4 Counting Integer Points on Quadratic
Hypersurfaces

†In this section we study our first class of examples of affine symmetric
varieties, namely the case of quadratic hypersurfaces. Let Q be any non-
degenerate indefinite quadratic form with integer coefficients in d > 3 vari-
ables and a ∈ Zr{0}. Then V (R) = {v ∈ Rd | Q(v) = a} can be identified
with G(R)/H(R) for G = SO(Q) and H = StabG(v0) for some v0 ∈ V as
the G(R)-action is transitive‡ by Witt’s theorem(40). Let us assume that V (Z)
is non-empty and that v0 ∈ V (Z). If now H(Z) is a lattice in H(R) (which
is always the case for d > 4 and in many cases also for d = 3) then we can
derive from the methods of the last section the asymptotics for the counting
problem of V (Z).

We wish to discuss this now in greater detail. For the following calculations
it is not really necessary but convenient to fix a particular quadratic form.
So we set Q(x1, . . . xm, y1, . . . , yn) = x2

1 + · · ·+x2
m− y2

1 −· · ·− y2
n with m > 1

and n > 1.

Corollary 12.7 (Counting on quadratic hypersurfaces). Let a ∈ Zr{0},
let V = {v | Q(v) = a}, and assume that V (Z) is non-empty. Suppose fur-

† The counting problem in this section requires more algebraic background, and in partic-
ular more of the language of algebraic groups. We note that the application in the next

section is easier in that respect.
‡ We will see throughout this section enough elements of G(R) to derive this transitivity

directly.
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thermore that either m+ n > 4 or that m = 2, n = 1, and a is not a square
in Z. Define BVR = {v ∈ V (R) | ‖v‖ 6 R}. Then there exists constants† c > 0
and c′ > 0 such

|V (Z) ∩BVR | ∼ c volumeV (BVR ) ∼ c′Rm+n−2,

where volumeV denotes the G-invariant Haar measure on V (R).

We note that we define (and normalize) the Haar measure volumeV
on V (R) by the Lebesgue measure in Rm+n using the formula

volumeV (B) = mRm+n({tv | t ∈ [0, 1], v ∈ B}) (12.10)

for any measurable B ⊆ V (R).
For the following proof we further define G = SO(Q)(R)◦ to be the con-

nected component of the associated orthogonal group and Γ = SO(Q)(Z)∩G.

12.4.1 Reduction to orbit counting problems

Recall from the beginning of the section that V (R) is a single G(R)-orbit and
so every connected component V ◦ of V can be identified with a quotient G/H
where H = StabG(v0) for some v0 ∈ V ◦. By a theorem of Borel the integer
points At some point

the chapter on
S-algebraic groups
may contain a proof
of this, in which case
this note needs to be
replaced by a link. If
this doesn’t happen
we need a reference.

V (Z) =
⊔
i

G(Z)vi

are a finite union of different G(Z)-orbits. As the connected component

G = G(R)◦

has finite index in G(R), the same also holds for

Γ = G(Z) ∩G.

Hence it suffices to derive the desired result for each individual orbit Γv0 for
some v0 ∈ V (Z) (and add the corresponding asymptotic formulas together).

Hence we choose one v0 ∈ V (Z) and set H = StabG(v0).

† As we will see the constants can be expressed using the volumes of the associated homo-
geneous spaces that arise in the proof.
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12.4.2 Finite volume assumptions

The standing assumptions in Section 12.3 were that Γ < G and Γ∩H < H are
both lattices. We now check these assumptions in the setting of Corollary 12.7.

Since G = SO(Q) is a semi-simple algebraic group defined over Q it follows
by Theorem 7.7 that Γ is a lattice in G.

If m + n > 4 then H = StabG(v0) is again a semi-simple algebraic group
(since a 6= 0 it is simply the orthogonal group of the quadratic form on
the orthogonal complement) defined over Q. Hence in that case H(Z) is a
lattice in H(R) which once more implies that Γ ∩H = H(Z) ∩G is a lattice
in H = H(R) ∩G.

In the remaining case where m = 2, n = 1, we see that H is a one-
dimensional torus subgroup. We claim that H is Q-anisotropic if a ∈ Zr{0}
is a not a square. Assuming this, our assumptions in Corollary 12.7 and
Theorem 7.7 imply thatH(Z) is a lattice inH(R). As above, this gives that Γ∩
H is a lattice in H.

So assume indirectly that the one-dimensional Q-torus H is Q-split. It fol-
lows that H is diagonalizable over Q, meaning that there exists a rational
basis w1, w2 of the orthogonal complement W of v0 consisting of eigenvectors
of H. This implies that the quadratic form on W with respect to this basis has
the form Q(u1w2 + u2w2) = cu1u2, which in turn implies that the discrim-
inant† of Q on W equals −c2. Therefore the discriminant of Q on Q3 with
respect to the basis v1, w1, w2 equals −ac2. Since it equals −4 with respect
to the standard basis, it follows that a must be a square.

12.4.3 Proving the Equidistribution

The main dynamical assumption in Section 12.3 (and Section 12.3.2 in par-
ticular) is the equidistribution of gHΓ in X = G/Γ as gH → ∞ in G/H.
We claim that this follows in the context of this section once again from the
same ‘mixing argument’ that was used in Chapter 5 and also in Section 12.2.
We will not repeat this argument here, but will provide the technical input
that reduces this repetition of the mixing argument into a straightforward
exercise.

What is needed in order to do this is an analog of the local co-ordinate
system PaG

−
a from Section 5.2 and NAK from Section 12.2. For this, we

start by defining a one-parameter diagonalizable subgroup

† We recall that the discriminant is defined to be 4 times the determinant of the companion

matrix of the quadratic form. Allowing rational coordinate changes the discriminant stays

well-defined up to scalar multiples by a square.
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A =

as =


cosh s 0 sinh s 0

0 Im−1 0 0
sinh s 0 cosh s 0

0 0 0 In−1

 | s ∈ R
 ,

and the compact subgroup

K = (SO(m)(R)× SO(n)(R)) ∩G.

The next lemma is not yet the analogous decomposition we are seeking, but
is needed nonetheless.

Lemma 12.8. G = KAH.

Proof. Let g ∈ G be an arbitrary element, and define

v = gv0 =

(
w1

w2

)
for w1 ∈ Rm and w2 ∈ Rn. Then

Q(v) = Q(v0) = ‖w1‖2 − ‖w2‖2 = 1.

Since m > 1 and n > 1 there exists some k ∈ K such that

kv = ‖w1‖e1 ± ‖w2‖em+1.

Let s ∈ R be chosen so that cosh s = ‖w1‖ and sinh s = ±‖w2‖. Then

kv = kgv0 = asv0,

equivalently a−skg = h ∈ H, or

g = k−1ash ∈ KAH

as required. �

As K is compact, the requirement that gnH → ∞ in G/H is equivalent
to gn = knasnhn with asn →∞ as n→∞. Furthermore, one can show (and
we have done this before, in the beginning of the proof of Theorem 12.6) that
the sequence (kn) has no effect on the desired equidistribution claim. Thus
we can simply assume that gn = asn with sn →∞ or sn → −∞ as n→∞.
Below we will assume that sn → ∞ as n → ∞ (the other case is similar).
We now define the local coordinate system that is needed in the proof of the
equidistribution statement.

Lemma 12.9. The stable horospherical subgroup G−as has the property that

G−asAH
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contains an open neighborhood of the identity.

Proof. For the proof it is convenient to again assume that v = e1, and to
switch to the Lie algebra. The Lie algebra element corresponding to A is

h =


0 0 1 0
0 0 0 0
1 0 0 0
0 0 0 0

 ,

where (for example) the second 0 represents (m−1) zeros in a row. We claim
that the Lie algebra of G−a contains all vectors of the form

W =


0 −wt

1 0 wt
2

w1 0 w1 0
0 wt

1 0 −wt
2

w2 0 w2 0

 (12.11)

for all w1 ∈ Rm−1 and w2 ∈ Rn−1. This requires two calculations, as follows.
Since WJ + JW t = 0 for the companion matrix

J =

(
Im
−In

)
,

all elements W of the form (12.11) belong to the Lie algebra of G. Moreover,
since

[h,W ] = hW −Wh

=


0 0 1 0
0 0 0 0
1 0 0 0
0 0 0 0




0 −wt
1 0 wt

2

w1 0 w1 0
0 wt

1 0 −wt
2

w2 0 w2 0

−


0 −wt
1 0 wt

2

w1 0 w1 0
0 wt

1 0 −wt
2

w2 0 w2 0




0 0 1 0
0 0 0 0
1 0 0 0
0 0 0 0



=


0 wt

1 0 −wt
2

0 0 0 0
0 −wt

1 0 wt
2

0 0 0 0

−


0 0 0 0
w1 0 w1 0
0 0 0 0
w2 0 w2 0


= −W,

it follows that W belongs to the Lie algebra of G−a .
If now P = G−a A and p = LieP is its Lie algebra, then we see from the

inverse function theorem that Pv0 must contain a neighborhood of v0 ∈ V ,
since pv0 contains {0} × Rm+n−1 (which coincides with the tangent space
at v0 ∈ V ).

It follows that if g is sufficiently close to the identity, then gv0 = pv0 ∈ Pv0

for some p ∈ P , which gives p−1g = h ∈ H and g = ph as required. �
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Theorem 12.10. gHΓ equidistributes in X = G/Γ as gH →∞ in G/H.

Sketch of Proof. We may assume that g = as with s→∞. We set

P = G−a A

and deduce from Lemma 12.9 and Lemma 1.22 that the Haar measure on mG

restricted to PH equals the direct product of the Haar measures on P and
on H respectively.

Assume at first that HΓ ⊆ X is compact. Then there exists some uniform
injectivity radius δ > 0 for all points in HΓ . Let B = BPδ be the correspond-
ing neighborhood of the identity in P , and set T = BHΓ , which we should
think of as a tubular neighborhood of HΓ ⊆ X.

Fig. 12.4 The shaded region depicts the tubular neighborhood T of the orbit HΓ in the

‘center of T ’.

Now pick some f ∈ Cc(X), some ε > 0, ensuring that δ > 0 is sufficiently
small to work for f and ε, and apply mixing (Theorem 2.4) to obtain the
desired contradiction for f , up to a precision controlled by ε.

If HΓ is not compact, then the outline above needs to be adjusted (for
otherwise, the failure of injectivity in a cusp makes the proof break down).
Fortunately this case is not difficult either. Let κ > 0 be arbitrarily small
and let K ⊆ HΓ be a compact set of measure

1

mHΓ (HΓ )
mHΓ (K) > 1− κ.

Now apply the argument for the compact case above, with BHΓ replaced
by BK to obtain the desired conclusion up to a precision ε+ Of (κ). �
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12.4.4 The Asymptotics of volumeV (BV
R ) and

Well-Roundedness

Recall from Section 12.3.1 that we can define the Haar measure on V using
the (G-invariant) Lebesgue measure on Rm+n. Using this, we get the following
result.

Lemma 12.11. volumeV
(
BVR
)
∼ 1

(m+ n)(m+ n− 2)
|a|(m+n)/2

(
R

2

)m+n−2

.

Proof. We will assume that a = 1 (which by a scaling argument allows
the case a > 0 to be deduced; the case a < 0 then follows by swapping m
and n) and in any case that R >

√
|a|. Choose S > 0 with R2 = cosh 2S.

Let U ⊆ Rm−1 be open and Jordan measurable and let φ : U → Sm−1 be
a smooth parameterization† of Sm−1 up to a set of measure 0. Similarly,
let V ⊆ Rn−1 and ψ : V → Sn−1 be a smooth paramaterization of Sn−1.
By ?? we have

volumeV
(
BRV
)

= mRm+n

({
t

(
cosh(s)φ(u)
sinh(s)ψ(v)

)
| t ∈ [0, 1], s ∈ [0, S], u ∈ U, v ∈ V

})
=

∫ 1

0

∫ S

0

∫
U

∫
V

det

((
cosh(s)φ(u)
sinh(s)ψ(v)

)
,

(
t sinh(s)φ(u)
t cosh(s)ψ(v)

)
,(

t cosh(s) Du φ(u)
0

)
,

(
0

t sinh(s) Dv ψ(v)

)
) dv dudsdt

=

∫ 1

0

∫ S

0

∫
U

∫
V

tm+n−1 cosh(s)m−1 sinh(s)n−1

det

((
cosh(s)φ(u)
sinh(s)ψ(v)

)
,

(
t sinh(s)φ(u)
t cosh(s)ψ(v)

)
,

(
Du φ(u)

0

)
,

(
0

Dv ψ(v)

))
dv dudsdt,

where Du φ and Dv ψ are the total derivatives of φ and of ψ respectively. Now
notice that every column of (

Du φ(u)
0

)
is orthogonal to all the other columns in the matrix above, and similarly for(

0
Dv ψ(v)

)
.

This allows us to split the determinant above into three factors, giving

† For example, using generalized spherical co-ordinates.
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volumeV
(
BRV
)

=
1

m+ n

∫ S

0

∫
U

∫
V

(cosh s)m−1(sinh s)n−1

det

((
φ(u)

0

)
,

(
0

ψ(v)

)
,

(
Du φ(u)

0

)
,

(
0

Dv ψ(v)

))

det

cosh s sinh s
sinh s cosh s

Im+n−2

 dv duds

=
1

m+ n

∫
U

det (φ(u),Du φ(u)) du

∫
V

det (ψ(v),Dv ψ(v)) dv∫ S

0

cosh(s)m−1 sinh(s)n−1 ds

=
1

m+ n
volume

(
Sm−1

)
volume

(
Sn−1

)
∫ S

0

(
1

2m+n−2
es(m+n−2) + O(es(m+n−4))

)
ds

=
1

m+ n
volume

(
Sm−1

)
volume

(
Sn−1

) 1

2m+n−2

1

m+ n− 2
e(m+n−2)S

+ O
(

e(m+n−4)S
)
.

Recall that

R2 = cosh 2S ∼ 1

2
e2S ,

so that eS ∼
√

2R. This gives

volumeV
(
BVR
)
∼ 1

(m+ n)(m+ n− 2)
volume

(
Sm−1

)
volume

(
Sn−1

) (√
2R
)m+n−2

.

�
Query about point
of explicit constants
if we don’t calcu-
late the volume ini-
tially. On the other
hand if keeping the
explicit constants is
no harder then it
makes the calcula-
tion more easy to fol-
low in some ways.

Lemma 12.12. The sets Bt = BVet = {v ∈ V | ‖v‖ 6 R = et} are well-
rounded in the sense of Section 12.3.

Proof. Let δ > 0 and choose a neighborhood U of I ∈ G such that

max
(
‖g‖, ‖g−1‖

)
< eδ

for all g ∈ G. Let v ∈ Bt−δ, so that ‖v‖ 6 et−δ, ‖g−1v‖ < et, and there-
fore g−1v ∈ Bt for g ∈ U . This gives

Bt−δ ⊆
⋂
g∈V

gBt.

Similarly we see that
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g∈U

gBt ⊆ Bt+δ.

Finally, we have

volumeV (Bt+δ)

volumeV (Bt)
∼ e(m+n−2)(t+δ)

e(m+n−2)t
= e(m+n−2)δ < 1 + ε

for small enough δ. Therefore

volumeV (Bt+δ)

volumeV (Bt)
< 1 + ε (12.12)

for all t > T . From the proof of Lemma 12.11, we also see that volumeV (Bt)
depends continuously on t, so we can make δ even smaller if necessary to
ensure that 12.12 also holds for all t ∈ [0, T ]. �

Exercises for Section 12.4

Exercise 12.4.1. a) Upgrade the sketch of proof of Theorem 12.10 to a real proof.
b) The previous exercise notwithstanding, notice that the sketch proof applies a result

without the right hypotheses. If m = n = 2, then G is not simple but only semi-simple,
and so the Howe–Moore theorem in the form of Theorem 2.4 cannot be applied. However,

Theorem 2.7 does apply in this case. Decide whether or not this makes a difference to

Theorem 12.10.

12.5 Counting Integer Matrices with Given Determinant

In this section we want to apply the results of Section 12.3 to prove† the
following corollary.

Theorem 12.13. Let d > 2 and a ∈ Zr{0}. Then there exists a positive
constant ca such that

|{M ∈ Matdd(Z) | detM = a and ‖M‖ 6 R}| ∼ caRd(d−1).

is this the correct
formula for the expo-
nent in general? We note that this contains in particular the asymptotic counting result of

the lattice elements of SLd(Z).

† The cases d = 2, 3 will be self-contained, but we will not prove here the needed asymp-

totics of the measure of the ball, nor the well-roundedness for d > 4.
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12.5.1 Reduction to orbit counting problems

We note that the asymptotic counting problem in Theorem 12.13 for a and−a
are equivalent (by simply changing the sign of one column). So let us as-
sume a > 0. We define the set

V = {M ∈ Matd(R) | det(M) = a} ∼= SLd(R)× SLd(R)/∆SLd(R),

where ∆SLd(R) = {(g, g) | g ∈ SLd(R}. In fact G = SLd(R)× SLd(R) acts on
matrices M ∈ V via

(g1, g2).M = g1Mg−1
2 .

Then, if M0 = d
√
aI,

StabG(M0) = ∆SLd(R)

and transitivity is easy.
Next we outline the proof that

V (Z) = {M ∈ Mat(Z) | detM = a}

is a finite union of Γ = SLd(Z)× SLd(Z)-orbits. Let M ∈ V (Z) be arbitrary.
Applying elements of G(Z) to M correspond to certain types of row and
column operations on M . Indeed using the elementary unipotent matrices
of SLd(Z) we can add any multiple of a row (or column) to any other row (or
column). Similarly we may permute rows and columns (potentially switching
the sign of one of them).

These steps allow a type of Euclidean algorithm: Assuming that the top
left corner is already the smallest nonzero entry of absolute value we may
either reduce the remaining entries on the first row and column to zero or
produce a smaller entry. Hence eventually we create a block matrix with a
nonzero entry in the top left corner, zeroes on the remainder of the first row
and column, and some matrix in the lower right block. We may repeat this
procedure and arrive at a diagonal integer matrix. As there are only finitely
many integer diagonal matrices with determinant equal to a the result follows.

As V (Z) is a finite union of Γ -orbits it suffices to establish the counting
result for each individual Γ -orbit.

12.5.2 Finite volume assumptions

We now check the standing assumptions of Section 12.3 that both homoge-
neous spaces appearing there have finite volume.

By Theorem 1.18 Γ is a lattice in G, i.e. X = G/Γ has finite volume as
required.
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386 12 Mixing and Counting

By the argument in the previous section it suffices to study the counting
problem for ΓM where M ∈ V (Z) is a diagonal matrix. This defines our
second group

H = StabG(M) = {(g, h) | g, h ∈ SLd(R) and h = M−1gM},

which clearly is isomorphic to SLd(R). In this isomorphism Γ∩H corresponds
to {g ∈ SLd(Z) | M−1gM ∈ SLd(Z)}. The latter is a finite index subgroup
of SLd(Z) (one way to see this is to note that it contains the congruence
subgroup {g ∈ SLd(Z) | a divides g− I}), which implies that H/(Γ ∩H) has
finite volume as required.

12.5.3 Proving the Equidistribution

The main dynamical assumption in Section 12.3 (see Section 12.3.2) is the
equidistribution of gHΓ in X = G/Γ as gH goes to infinity in G/H. The
argument is similar† to that used in Section 12.4.3 (and hence also to the
arguments in Section 5.2 and in Section 12.2). We will not repeat the ‘mixing
argument’, but will instead discuss the technical requirements that make it
work.

For these preparations we set H0 = ∆SL2(R).

Lemma 12.14. Let A 6 SLd(R) denote the full positive diagonal subgroup,
and define

Ã = {(a, a−1) | a ∈ A},

K = SO(d)(R)× SO(d)(R).

Then G = KÃH0.

Proof. Multiplying (g1, g2) ∈ G on the right by (g−1
2 , g−1

2 ) ∈ H0 we see that
it is enough to study elements of the form (g, I) for g = g1g

−1
2 ∈ SLd(R).

Let g = k1ak2 be a KAK decomposition of g, and let a1 ∈ A be a square
root of a. Then

(g1, g2) ∈ (g, I)H0 = (k1a
2
1k
−1
2 )H0 = (k1, k

−1
2 )(a1, a

−1
1 )H0 ⊆ KÃH0

as required. �

If we now consider a sequence (gnH0) going to infinity in G/H0, then it

is clear that we may replace gn by knãn ∈ KÃ. As K is compact, we may
suppress the elements kn ∈ K (see the beginning of the proof of Theorem 12.6
on p. 369) and consider simply the case

† This is not a coincidence, as both are special cases of the class of affine symmetric spaces.
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ãnH0 −→∞

in G/H0, with ãn ∈ Ã.
Moreover, we may assume that ãn = (an, a

−1
n ) is chosen so that the diag-

onal entries of an are monotonically increasing. To see that this is possible,
notice that if some ã = (a, a−1) does not have this property, then we may
find a permutation† matrix g ∈ SLd(R) so that gag−1 has increasing diagonal
entries. With this matrix we may then consider

ãH0 = ã(g−1, g−1)H0 = (g−1, g−1)(g, g)ã(g1, g−1)H0 ∈ Kb̃H0,

where b̃ ∈ Ã now has the required property. As before, we may treat

(g−1, g−1) ∈ K

as part of the test function in the desired equidistribution result and simply
continue working with b̃H0. We will write Ã+ for the set of pairs (a, a−1)
where a has increasing diagonal entries.

Lemma 12.15. Let N 6 SLd(R) be the upper-triangular unipotent subgroup,
and let

Ñ = {(n1n
t
2) | n1, n2 ∈ N}.

Then ÑÃH0 contains the identity in its interior.

Proof. We have

LieH0 = {(v, v) | v ∈ sld(R)},

Lie Ã = {(h,−h) | h diagonal , tr(h) = 0},

and Lie Ñ is the direct product of the upper and lower nilpotent triangular Lie
subalgebras of sld(R). It is easy to see that these subspaces are transversal,
and their dimension sums to the dimension of the Lie algebra of G. The
lemma follows by the inverse function theorem. �

Theorem 12.16. gHΓ equidistributes in X = G/Γ as gH →∞ in G/H.

Sketch of proof. Here H = StabG(M) for a general (or diagonal) ma-
trix M ∈ V (Z). As we may assume that a > 0, we see that a1/dM ∈ SLd(R)
which shows that H is conjugate to H0 = ∆SLd(R) via the element

g̃ = (I, a−1/dM).

It follows that
HΓ = g̃H0g̃Γ,

† In which we will allow one entry to be −1 in order to ensure that det(g) = 1.
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388 12 Mixing and Counting

and it is enough to show that gH0g̃Γ equidistributes as gH0 →∞ in G/H0.

By Lemma 12.15 we may safely assume that g = kã with ã ∈ Ã, and even
that g = ã ∈ Ã+.

Let κ > 0 be arbitrarily small, and choose K ⊆ H0g̃Γ such that

mH0g̃Γ (K) > (1− κ)mH0g̃Γ (H0g̃Γ ).

Fix f ∈ Cc(X) and ε > 0, and choose δ > 0 smaller than the injectivity
radius on K and small enough to ensure that

d(x1, x2) < δ =⇒ |f(x1)− f(x2)| < ε.

Set P = ÑÃ and let B = BPδ be the δ-neighborhood of I ∈ P . Now
replace H0g̃Γ first by K and then by BK, use the mixing property (Theo-

rem 2.7), use the fact that gn = ãn ∈ Ã+ contracts N , and deduce the proof
of the theorem. �

12.5.4 The Asymptotics of volumeV (BV
R ) and

Well-Roundedness

Clearly for any a > 0 there is a bijectionNot really an iso-
morphism as V not a
group V = {M ∈ Matdd(R) | detM = a} ←→ SLd(R),

obtained by multiplying by a−1/d. Thus it is sufficient to study the volume
of ‘balls’ in SLd(R).

Proposition 12.17 (Asymptotics of balls in SLd(R)). The asymptotic
growth in the volume of balls in SLd(R) has the form

mSLd(R) ({g ∈ SLd(R) | ‖g‖ < R}) ∼ cdRd(d−1) for some cd > 0.

Corollary 12.18. The set Bt = {g ∈ SLd(R) | ‖g‖ < et} are well-rounded
in the send of Section 12.3.3

The proof of Corollary 12.18 is very similar to that of Lemma 12.12, and
is therefore left to the reader.

We normalize the Haar measure on SLd(R) by giving the definition

mSLd(R)(B) = mRd2 ({tb | t ∈ [0, 1], b ∈ B})

for any measurable B ⊆ SLd(R).

Proof of Proposition 12.17 for d = 2. Strictly speaking, we do not
need to give a new proof of the result as it is essentially also contained
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in Lemma 12.5 (and the connection between the Haar measures on SL2(R)
and H). However, as the proof of Proposition 12.17 for d = 3 below uses a
more complicated version of the following calculation, we include the d = 2
case here.

We define BR = {g ∈ SL2(R) | ‖g‖ 6 R}. As mentioned above,

(
r
r−1

)
kψ, tkφ

(
r
r−1

)(
1

−1

)
kψ|

dψ dφdr dt,

mSL2(R) (BR) = mR4 ({tg | g ∈ BR, t ∈ [0, 1]}) =

∫ 1

0

∫ R0

1

∫ 2π

0

∫ π

0

|det

(
kφ

(
r
r−1

)
kψ, tkφ

(
1
−r−2

)
kψ, 1− 1(

r
r−1

)
kψ, tkφ

(
r
r−1

)(
1

−1

)
kψ|

dψ dφdr dt,

where we used the KAK decomposition to parameterize Need to check order
of variables in inte-
gral; should pair up
in layers

kφ

(
r
r−1

)
kψ ∈ SL2(R),

the parameter R0 > 1 is chosen so that
√
R2

0 +R−2
0 = R, and the 2 × 2 Surely R0 can’t be

allowed to be small?matrices in the determinant above are the partial derivatives of this parame-
terization, and these should be converted into ordinary 4-dimensional vectors
before the determinant is taken. This calculation leads to

mSL2(R) (BR) =

∫ 1

0

t3 dt

∫ 2π

0

dφ

∫ π

0

dψ

∫ R0

1

det

(
r 1
r−1 r−2

)
det

(
−r −r−1

r−2 r

)
dr

by taking the factor t out of the determinant, noticing that the matrices kφ, kψ
on the left (respectively, right) appear in each matrix and hence do not affect
the total determinant, and by splitting the resulting determinant into the
determinant of the diagonal (respectively, the determinant of the off-diagonal)
entries. Thus

mSL2(R)(BR) ∝
∫ R0

1

2r−1
(
r2 − r−2

)
dr

∝
(
R2

0 − 1
)

+
(
R−2

0 − 1
)
∼ R2

0 ∼ R,

which shows the proposition. �

Proof of Proposition 12.17 for d = 3. We set K = SO(3)(R) and let

U 3 φ 7−→ kφ ∈ K
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be a piecewise smooth parameterization, and write

ar1,r2 =

r1

r2

1/r1r2

 .

As in the case d = 2, we have

mSL3(R) (BR) = mR9 ({tg | g ∈ BR, t ∈ [0, 1]})

∝
∫ 1

0

∫
(r2,r2)∈SR

∫
φ∈U

∫
ψ∈U

det
(
kφar1,r2k

t
ψ, tkφδr1ar1,r2kψ, tkφδr2ar1,r2kψ,

tδφ1kφar1,r2k
t
ψ, tkφar1,r2δφk

t
ψ

)
dψ dφdr1 dr2 dt,

where

SR =
{

(r1, r2) ∈ R2 | r1 > r2 > 1
r1r2

> 0 and
√
r2
1 + r2

2 + 1
r21r

2
2
6 R

}
.

The integration with respect to t produces the factor 1
9 .

Just as in the case d = 2, the main interest arises from the integration
over (r1, r2) ∈ SR. There are, however, some differences between the two
cases. Firstly, the domain SR is more complicated, and for part of the calcu-
lation we will slightly simplify this domain by using the set

S̃R =
{

(r1, r2) ∈ R2 | r1 > r2 > 1
r1r2

> 0 and
√
r2
1 + r2

2 6 R
}
.

Secondly, the paramaterization of K does not have a constant Jacobian

J(φ)
dmK

d(k·)∗(mR)
,

and as we do not care about scale factors like mK(K) we instead concentrate
on the distortion of measure in moving from [0, 1]×K × SR ×K to R9. We
do this by working with the left-invariant vector fields

ku,uφ =

 0 1 0
−1 0 0
0 0 0

 , kv,vφ =

 0 0 1
0 0 0
−1 0 0

 , kw,wφ =

0 0 0
0 0 1
0 −1 0


for φ ∈ U instead of the partial derivatives with respect to φ1, φ2, φ3 (and
similarly ψ1, ψ2, ψ3). This makes the determinant function invariant under φ
(respectively, under ψ) since each of the matrices in the determinant again
has kφ on the left and kψ on the right. This gives
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mSL3(R) =

∫
SR

|det (ar1,r2 , δr1ar1,r2 , δr2ar1,r2 , uar1,r2 ,

var1,r2 , war1,r2 , ar1,r2u, ar1,r2v, ar1,r2w) |dr1 dr2.

As before, each matrix ar1,r2 and so on should be thought of as a 9-
dimensional vector, so that we can take the determinant of the resulting 9×9
matrix. The matrix has block form, with

ar1,r2 =

0
r2

1/r1r2

 , δr1ar1,r2 =

1
0
−1/r2

1r2

 , δr2ar1,r2 =

0
1
−1/r1r

2
2


forming one 3× 3 block, and

uar1,r2 =

 r2

−r1

0 0 0

 , ar1,r2u =

 0 r1 0
−r2 0 0

0 0 0

 ,

respectively

var1,r2 =

 0 0 1/r1r2

0 0 0
−r1 0 0

 , ar1,r2v =

 0 0 r1

0 0 0
−1/r1r2 0 0

 ,

respectively

war1,r2 =

0 0 0
0 0 1/r1r2

0 −r2 0

 , ar1,r2w =

0 0 0
0 0 r2

0 −1/r1r2 0


the other three 2 × 2 blocks. This allows us to calculate the determinant
without too much pain, giving

mSL3(R)(BR) ∝
∫
SR

(
3

r1r2

)(
r2
1 − r2

2

)(
r2
1 −

1

r2
1r

2
2︸ ︷︷ ︸

∼r21

)(
r2
2 −

1

r2
1r

2
2

)
dr1 dr2.

Notice that 1
r1r2
→ 0 as r1 →∞, so we may replace r2

1 − 1
r21r

2
2

by r2
1 without

affecting the asymptotic behavior.
As mentioned earlier, the original domain of integration is difficult to work

with, so we instead consider the set S̃R (which is only slightly less annoying).

Denote by B̃R ⊇ BR the set corresponding to S̃R, and calculate

mSL3(R)(B̃R) ∼
∫
S̃R

r1

r2

(
r2
1 − r2

2

)(
r2
2 −

1

r2
1r

2
2

)
dr1 dr2
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by splitting S̃R into the triangle-like region{
(r1, r2) | r1 > r2 >

1

r1r2
> 0 and r1 6

R√
2

}
and the region{

(r1, r2) | r1 > r2 >
1

r1r2
> 0, r1 >

R√
2
, and

√
r2
1 + r2

2 6 R

}
.

This gives
mSL3(R)(B̃R) ∼ (acalculation)R6.

Recall that BR ⊆ B̃R. However, for any κ > 0 we also have B̃R−κ ⊆ BR for
all sufficiently large R. Therefore, mSL3(R)(BR) has the same asymptotics,
giving the proposition. �

12.6 Computing the Volume of 2 and 3

In this section we will describe a method for calculating volume(d) without
actually finding a fundamental domain for SLd(Z) < SLd(R). Of course the
answer depends on a normalization of the Haar measure on SLd(R). Both the
normalization and the method to find the volume work inductively.

Theorem 12.19 (Volume of 2). Normalize the Haar measure on SL2(R)
by setting mSL2(R) = mNA ×mK in the NAK coordinates, where mK(K) is
the Haar measure on K = SO(2)(R) with mK(K) = 2π and mNA is the left

Haar measure on NA ∼= H discussed in Section 1.2. Then volume(2) = π2

3 .

Theorem 12.19 can also be deduced from the Gauss–Bonnet formula in
hyperbolic geometry (see [?] for the details), but we will give an independent
proof based on Section 12.3. Using the same kind of argument in higher
dimensions gives the following result.Need to come back

and fix the factor of
2 as this gives vol-
ume ofX2 to be π2/6
(which seems to be
the normal normal-
ization of Haar mea-
sure)

Theorem 12.20 (Volume of d+ 1). For d > 1 define the subgroup

H =

{(
1 w
0 g

)
| g ∈ SLd(R), w ∈ Rd

}
.

Assume by induction on d that mSLd(R) has been defined. Using the Lebesgue

measure on Rd (and Lemma 1.22) this defines a normalization of the Haar
measure mH = mSLd(R) ×mRd . Using the identification

V = SLd(R)/H ∼= Rd+1r{0},
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normalize mSLd+1(R) to be compatible with the Lebesgue measure on Rd+1.
Then we have volume(d+ 1) = ζ(d+ 1) volume(d).

The standing assumption in Section 12.3 were that

volume(G/Γ )

and
volume(H/Γ ∩H)

were both finite. This follows in the case at hand from Theorem 1.18 and the
fact that the unipotent radical{(

1 wt

1

)
| w ∈ Rd

}
intersects SLd(Z) in a lattice.

The dynamical assumption of equidistribution of gHΓ in

X = d+ 1 = G/Γ

for G = SLd+1(R), Γ = SLd+1(Z) and gH −→ ∞ in G/H is easy to estab-
lish — where it is true. In order to do this, we again need to exploit two
decompositions of G.

Lemma 12.21. Write
K = SO(d+ 1)(R)

and

A =

{(
a
a−1/dI

)
| a > 0

}
.

Then G = KAH.

Lemma 12.22. Let

a1 =

(
e

e−1/dI

)
∈ A

and

G−a1 =

{(
1
v 1

)
| v ∈ Rd

}
.

Then G−a1AH contains I in its interior.

Theorem 12.23. gHΓ equidistributes on average as gH −→∞ in G/H.

Outline of proof. (1) By Lemma 12.21 it is sufficient to consider the
case gH = atH where

at =

(
et

e−t/dI

)
∈ A
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with |t| → ∞.
(2) Notice that taking t 6 0 in at corresponds to non-zero elements in the
unit ball of Rd+1, and that the unit ball has finite Haar measure on

G/H ∼= Rd+1r{0}

(since the Haar measure coincides with the Lebesgue measure). As a result
we may ignore the case t→ −∞ in the equidistribution claim sought.
(3) The remaining case t→∞ may be carried out as in Theorem 12.16. �

The geometric hypothesis that the sets

Bt = BRd
et =

{
v ∈ Rd | ‖v‖ 6 et

}
(12.13)

are well-rounded is easy to check (see Exercise 12.6.4).

Proof of Theorem 12.20. For d = 2 we have

H =

{(
1 ∗

1

)}
and volume(H/Γ ∩H) = 1. Furthermore, notice that

SL2(Z)

(
1
0

)
=
(
Z2
)∗

=
{
n ∈ Z2 | gcd(n) = 1

}
.

Hence

lim
R→∞

∣∣∣(Z2)∗ ∩BR2

R

∣∣∣
πR2

=
1

m2(2)

by (12.8). By Exercise 12.1.1 we also know that

lim
R→∞

∣∣∣(Z2)∗ ∩BR2

R

∣∣∣
πR2

=
1

ζ(2)
,

which implies that m2(2) = ζ(2).
For d > 2 we have

volume (H/Γ ∩H) = volume(d)

and
SLd(Z)e1 =

(
Zd
)∗

=
{
n ∈ Zd | gcd(n) = 1

}
. (12.14)

Combining 12.8 and Exercise 12.1.1 we get once more

lim
R→∞

∣∣∣(Zd)∗ ∩BRd
R

∣∣∣
VdRd

=
1

ζ(d)
=

volume(d)

volume(d+ 1)
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which gives the theorem. �

We leave the details of the arguments above to the exercises below.

Problems for Section 12.6

Exercise 12.6.1. Prove Lemma 12.21.

Exercise 12.6.2. Prove Lemma 12.22.

Exercise 12.6.3. Prove Theorem 12.23.

Exercise 12.6.4. Prove that the sets

Bt = BRd
et =

{
v ∈ Rd | ‖v‖ 6 et

}
are well-rounded (see (12.13)).

Exercise 12.6.5. Prove (12.14) for d > 2.

Exercise 12.6.6. Prove that

NR =
∣∣{W 6 Rd | dim(W ) = m,W is rational, and (W ∩ Zd) 6 R

}∣∣
has an asymptotic of the form NR ∼ cRd.

Query: An asymptotic count where mixing is not sufficient, then some
other applications: Jens Marklof? McMullen on

√
n mod 1

Notes to Chapter 12

(38)(Page 365) The error term N(R)−πR2 was shown to be bounded above by 2
√

2πR by

Gauss. Hardy [?] and Landau [?] found a lower bound for the error by showing that the

error is not o(R1/2(logR)1/4). It is conjectured that the upper bound is Oε(R
1
2
+ε). The

power of R must be at least 1
2

by the lower bound of Hardy and Landau, and has been

shown to be less than or equal to 131
208

by Huxley [?].
(39)(Page 369) For the history and primary references of these developments we refer to

the paper of Phillips and Rudnick [?].
(40)(Page 376) This was shown by Witt [?], and a modern treatment may be found in the

monograph of Elman, Karpenko and Merkurjev [?].
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Chapter 13

Diophantine Approximation

In this chapter we want to explore the rich interaction between homogeneous
dynamics and Diophantine approximation. We will start by proving some
relatively old and quite easy theorems using this connection (which is known
as the Dani correspondence), and work our way up to more recent and more Maybe we should

also mention
Artin and Cassels
Swinnerton-Dyer
who probably used
this connection to a
lesser extend before
Dani

difficult theorems. As usual we will not attempt to be exhaustive, but will
try to give a flavor of the methods and the type of results.

13.1 Dirichlet’s Theorem and Dani’s Correspondence

We start with a classical result on simultaneous Diophantine approximation.
In stating this we will write p

q for the vector (
pj
q )j if p = (pj)j is a vector

and q ∈ N.

Theorem 13.1 (Dirichlet’s Theorem [?]). For any v ∈ Rd and any inte-
ger Q there exist an integer q with 1 6 q 6 Q, and an integer vector p ∈ Zd
with ∥∥∥v − p

q

∥∥∥
∞
6 1

qQ .

The classical proof of Theorem 13.1. Consider the (Qd + 1) points

0, v, . . . , Qdv (mod Zd) (13.1)

as elements of Td ∼= [0, 1)d. Now partition [0, 1) into the Q intervals

[0, 1
Q ), [ 1

Q ,
2
Q ), . . . , [Q−1

Q , 1),

and correspondingly divide [0, 1)d into Qd cubes with sides chosen from the
partition of each of the d axes. By the pigeonhole principle (which is for this
reason sometimes called Dirichlet’s principle(41)) there exist two integers k, `

397



398 13 Diophantine Approximation

with 0 6 k < ` 6 Qd such that the points kv and `v considered modulo Zd
from (13.1) belong to the same subcube. Letting q = `− k gives

‖qv − p‖∞ 6
1
Q

for some p ∈ Zd as required. �

Our first connection between Diophantine analysis and homogeneous dy-
namics concerns the following notion.

Definition 13.2. Fix λ ∈ (0, 1]. A vector v ∈ Rd is called λ-Dirichlet im-
provable if for every large enough Q there exists an integer q satisfying

1 6 q 6 λQd and
∥∥∥v − p

q

∥∥∥
∞
6 λ

1

qQ
(13.2)

for some p ∈ Zd. A vector is simply called Dirichlet-improvable if it is λ-
improvable for some λ < 1.

In order to describe the correspondence between this notion and homoge-
neous dynamics, we write† Λv = uvZd+1 where

uv =

(
1
v Id

)
,

and

gQ =

(
Q−d

QId

)
.

Proposition 13.3 (Dani correspondence). Let v ∈ Rd, Q > 1, and λ
be given with 0 < λ 6 1. Then there exists an integer q satisfying (13.2) if
and only if the lattice in Rd+1 corresponding to gQΛv intersects [−λ, λ]d+1

non-trivially.

Proof. Suppose that the integer q satisfies (13.2) for some p ∈ Zd. Then the
vector (

q
qv − p

)
=

(
1 0
v 1

)(
q
−p

)
∈ Λv

belongs to the lattice corresponding to v, and

gQ

(
q

qv − p

)
∈ gQΛv

satisfies

† Most of the research papers concerning the interaction between homogeneous dynamics

and Diophantine approximation use the description X = G/Γ instead of X = Γ\G, so we
will adhere to this tradition here.
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13.1 Dirichlet’s Theorem and Dani’s Correspondence 399∥∥∥∥gQ( q
qv − p

)∥∥∥∥
∞

= max
(
|qQ−D|, Q‖qv − p‖∞

)
6 λ. (13.3)

Now suppose on the other hand that there is a non-trivial vector(
q

qv − p

)
∈ Λv

satisfying (13.3). We claim that q 6= 0. Assuming this for the moment, we
may also assume that q is positive†, and then (13.3) is equivalent to (13.2).

To prove the claim, suppose that q = 0. However, in this case (13.3)
becomes ∥∥∥∥gQ(0

p

)∥∥∥∥ = Q‖p‖ 6 λ 6 1,

which forces p = 0 sinceQ > 1. This contradicts our assumption that

(
q

qv − p

)
is non-trivial, which proves the claim and completes the proof. �

This correspondence allows Dirichlet’s theorem to be proved using homo-
geneous dynamics.

Proof of Theorem 13.1 using dynamics. Set λ = 1 in Proposition 13.3,
and notice that any unimodular lattice in Rd+1 has to intersect [−1, 1]d+1 by
Theorem 1.14. �

Using ergodicity of the dynamics of

at =

(
e−dt

etId

)
on d+ 1 = SLd+1(R)/ SLd+1(Z) we can prove the following, recovering a
result of Davenport and Schmidt [?].

Corollary 13.4. Almost no vector v ∈ Rd is Dirichlet-improvable.

Proof. Let λ ∈ (0, 1) and define the open neighborhood

Oλ = {Λ ∈ d+ 1 | Λ ∩ [−λ, λ]d+1 = {0}}

of Zd+1. Furthermore, let O′λ ⊆ Oλ be a non-trivial open subset with O′λ ⊆
Oλ, so that in particular the Hausdorff distance

ε = d(O′λ, d+ 1rOλ)

from O′λ to the complement of Oλ is positive. By Exercise 2.3.7, almost
every v ∈ Rd has the property that the at-orbit of Λv = uvZd+1 is dense.

† For otherwise we may replace

(
q

qv − p

)
by

(
−q

−qv + p

)
.
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400 13 Diophantine Approximation

Now let t > 0 be very large and such that at.Λv ∈ O′λ. We set Q = betc and
deduce that

gQa
−1
t =

(
Qde−td

Q−1etId

)
is very close to Id+1, in particular d(gQa

−1
t , I) < ε for sufficiently large t.

From this we conclude that

gQΛv = gQa
−1
t atΛv ∈ Oλ.

By Proposition 13.3, there is no integer q satisfying (13.2) for Q. It follows
that v is not λ-Dirichlet improvable.

Applying this to λ = 1− 1
n gives the corollary. �

A general theme in the theory of Diophantine approximation is to try and
show inheritance of Diophantine properties on Rd to submanifolds, or even
more generally to fractals(42). We will simply prove a few sample results in
this direction. The following is a corollary of the quantitative non-divergence
result Theorem 4.9, and is a special case of a more recent result of Weiss.

Corollary 13.5. For d > 2 there exists some λ0 ∈ (0, 1) such that almost
no t ∈ R has the property that

v(t) =


t
t2

...
td

 ∈ Rd

is λ0-Dirichlet improvable.

For the proof we will need the following geometric input regarding the
dynamics of gQ on Rd+1.

Lemma 13.6. Let W ⊆ Rd+1 be a k-dimensional subspace, and let

c = d(e1,W ) = inf
w∈W

‖e1 − w‖ > 0.

If w1, . . . , wk ∈W is an orthonormal basis of W then

‖gQw1 ∧ · · · ∧ gQwk‖ > cQk.

Proof. Let wi = εie1 + w′i with εi ∈ R for i = 1, . . . , d. Clearly

w1 ∧ · · · ∧ wk = w′1 ∧ · · · ∧ w′k +

k∑
i=1

εi w
′
1 ∧ · · · ∧ e1 ∧ · · · ∧ w′k︸ ︷︷ ︸

with e1 in place of w′i

. (13.4)

We calculate the norm using the fact that e1 is normal to w′1, . . . , w
′
k, the

identity (13.4), the fact that ‖w1 ∧ · · · ∧ wk‖ = 1 to obtain
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13.1 Dirichlet’s Theorem and Dani’s Correspondence 401

‖w′1 ∧ · · · ∧ w′k‖ = ‖e1 ∧ w′1 ∧ · · · ∧ w′k‖
= ‖e1 ∧ w1 ∧ · · · ∧ wk‖ = c · 1

since the distance from e1 to W is c. We now apply the map gQ to get

‖gQw1 ∧ · · · ∧ gQwk‖2 = ‖gQw′1 ∧ · · · ∧ gQw′k‖2

+
∥∥∥ k∑
i=1

εigQw
′
1 ∧ · · · gQe1 ∧ · · · gQw′k

∥∥∥2

> Qkc,

where we have used the fact that

gQw
′
1 ∧ · · · ∧ gQw′k = Qkw′1 ∧ · · · ∧ w′k

is orthogonal to the sum. �

Proof of Corollary 13.5. We set η = 1 and wish to apply Theorem 4.9
on d+ 1. We will define the precise polynomial for the application of Theo-
rem 4.9 below, but for now let us agree that this will be a modified version
of the polynomial

p0(t) =

(
1
v(t) Id

)
=


1
t 1
...

. . .

td 1

 ,

so that the parameter D in Theorem 4.9 is already determined. By that
theorem, and the equivalence of the norms ‖ · ‖ and ‖ · ‖∞ on Rd+1, there
exists some ε > 0 so that for any polynomial p(t) (with the same D as p0)
satisfying

sup
t∈[0,T ]

(V, T ) > 1 (13.5)

for all rational subspaces V ⊆ Rd has

1

T

∣∣{t ∈ [0, T ] | p(t)Zd+1 /∈ Oε
}∣∣ 6 1

2
. (13.6)

Now assume that the corollary is false for λ0 = ε. Then

DTε = {t ∈ R | v(t) is ε-Dirichlet improvable}

must have a Lebesgue density point. In particular, there exists an inter-
val [α, β] ⊆ R such that

1

β − α
|{t ∈ [α, β] | v(t) is ε-Dirichlet improvable}| > 9

10
.
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402 13 Diophantine Approximation

Using the definition of ε-Dirichlet improvable (and the basic property of mea-
sures), we find some Q0 such that

1

β − α
|{t ∈ [α, β] | v(t) satisfies (13.2) with λ = ε for every Q > Q0}| >

3

4
.

Using the matrix p0(t) =

(
1
v(t) Id

)
and Dani’s correspondence (Proposi-

tion 13.3), we can also phrase this as

1

β − α
∣∣{t ∈ [α, β] | gQp0(t)Zd+1 /∈ Qε for every Q > Q0

}∣∣ > 3

4
. (13.7)

To get a contradiction to (13.6), we have to show the assumption (13.5) for

p(t) = gQp0(α+ t)

and T = β − α.
Now assume that (13.5) does not hold, meaning that for every Q > Q0

there is a rational subspace VQ ⊆ Rd with

sup
t∈[α,β]

(VQ, t) < 1,

where we are using gQp(t) for the definition of (VQ, t). This implies that

sup
t∈[0,1]

(VQ, t)�α,β 1.

We set t = i
d , W = p

(
i
d

)
VQ and obtain

d(e1,W ) 6 ‖gQw1 ∧ · · · ∧ gQwk‖ = (VQ,
i
d )�α,β 1

from Lemma 13.6. Applying p0

(
i
d

)−1
, this gives

d
(
p0

(
i
d

)−1
e1, VQ

)
�α,β Q

−1 (13.8)

for i = 1, . . . , d. However, the vectors p0

(
i
d

)−1
e1 for i = 0, 1, . . . , d are lin-

early independent (see Exercise 13.1.2), and for large enough Q the condi-
tion (13.8) forces VQ = Rd+1 (see Exercise 13.1.3). Since

(Rd+1, t) = 1

this contradicts our choice of VQ, which proves (13.5) for large enough Q and
gives a contradiction between (13.6) and (13.7). �
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13.1 Dirichlet’s Theorem and Dani’s Correspondence 403

Using unipotent dynamics (Ratner’s measure classification and the full
force of the linearization technique) Shah significantly strengthened Corol-
lary 13.5, giving in particular the following result.

Theorem (Shah [?]). Let d > 2. Then almost no t ∈ R has the property
that

v(t) =

 t
...
td


is Dirichlet improvable.

This result is a consequence of a more general equidistribution theorem, a
special case of which is the following.

Theorem (Shah [?]). Let d > 2, let I ⊆ R be a non-trivial compact interval,
and let µI be the image of the Lebesgue measure under the map

I 3 t 7−→
(

1
v(t) Id

)
Zd.

Then
(gQ)∗ µI −→ md+1

in the weak ∗ topology as Q→∞.

Exercises for Section 13.1

Exercise 13.1.1. Show that there exists some λ0 ∈ (0, 1) such that if v ∈ R is λ0-Dirichlet

improvable, then v ∈ Q.

Exercise 13.1.2. We let vi = p(i/d)−1e1 for i = 0, . . . , d. Show that these vectors are

linearly independent in Rd+1.

Exercise 13.1.3. Let W ⊆ Rd+1 be a subspace and let vi for i = 0, . . . , d be a basis
of Rd+1. Show there there exists some ε such that if d(vi,W ) 6 ε for i = 0, . . . , d then W =

Rd+1.

Exercise 13.1.4. A vector v ∈ Rd is called singular if v is λ-Dirichlet improvable for
all λ ∈ (0, 1). Prove that v is singular if and only if

at

(
1
v Id

)
Zd+1

diverges to ∞ as t→∞.

Exercise 13.1.5. Show that Shah’s equidistribution result implies the result on Dirichlet
improvability, where in fact it would suffice to know that

1

T

∫ T

0

(at)∗ µI dt −→ md+1.
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404 13 Diophantine Approximation

Exercise 13.1.6. In this exercise we discuss one idea in the work of Shah, revealing the

connection to unipotent dynamics which is not immediately apparent. We assume that the
derivative of

v(t) =

 t
...

td


is non-zero on I, and choose a continuous map

I 3 t 7−→ k(t) ∈ SLd(R)

such that e1k(t) = v′(t). We now modify the measure µI and define µ̃I to be the normalized
image of the Lebesgue measure under the map

I 3 t 7−→
(

1
k(t)

)(
1
v(t) Id

)
Zd+1.

(a) Prove that any weak*-limit of (at)∗ µ̃I as t→∞ is invariant under the action of(
1
e1 Id

)
.

(b) Show that if (at)∗ µ̃I converges along a subsequence to md+1, then (at)∗ µI also con-

verges to md+1.

Exercise 13.1.7. Show that m3 is the only probability measure that is simultaneously
invariant under the action of {at | t ∈ R} and the action of

U =


1

1 1

1

 .


Combine this with the result in Exercises 13.1.5–13.1.6 to obtain the special case d = 3 in
the Theorem of Shah on Dirichlet improvability on page 403.

13.2 Well and Badly Approximable Vectors

Let us note an immediate corollary of Dirichlet’s theorem (Theorem 13.1).

Corollary 13.7. For any v ∈ Rd there are infinitely many p ∈ Zd and inte-
gers q > 1 with ∥∥∥∥v − p

q

∥∥∥∥
∞
6

1

q1+ 1
d

.

Definition 13.8. A vector v ∈ Rd is called well-approximable if, for every ε >
0, the inequality ∥∥∥∥v − p

q

∥∥∥∥
∞
6

ε

q1+ 1
d

(13.9)
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13.2 Well and Badly Approximable Vectors 405

has infinitely many solutions p ∈ Zd, q > 1. A vector v ∈ Rd is called badly
approximable or BA if there exists some ε > 0 such that the inequality (13.9)
has no solution.

Recall from Section 13.1 the notation

at =

(
e−dt

etId

)
and

Λv =

(
1
v Id

)
Zd+1.

Proposition 13.9 (Dani’s correspondence). A vector v ∈ Rd is well-
approximable if and only if the forward orbit{

at

(
1
v Id

)
Zd+1 | t > 0

}
is unbounded (that is, has non-compact closure in d+ 1), and is badly ap-
proximable if and only if the forward orbit is bounded (that is, has compact
closure).

Proof. Suppose that v is well-approximable, ε > 0, and p ∈ Zd, q > 1 have
the property (13.9). Then(

q
qv − p

)
∈ Λv =

(
1
v Id

)
Zd+1

is a non-trivial vector, and we may choose t > 0 with

e−tdq = ε1/2

and so we also have

‖qv − p‖∞ 6
ε

q1/d
= ε1− 1

2d e−t.

Thus atΛv contains the vector (
e−tdq

et(qv − p)

)
of length � ε1/2. As ε > 0 was arbitrary, Mahler’s compactness criterion
(Theorem 1.17) shows the orbit is unbounded.

Now suppose that the orbit is unbounded, let ε ∈ (0, 1) and suppose
that atΛv for t > 0 contains a non-trivial ε-short vector, say(

e−tdq
et(qv − p)

)
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with ∥∥∥∥( e−tdq
et(qv − p)

)∥∥∥∥
∞
6 ε.

Notice that if q = 0 then we would also have p = 0. Hence q 6= 0 and we may
therefore suppose that q > 1. We have e−tq1/d 6 ε1/d and et‖qv − p‖ 6 ε, so

by taking the product we show (13.9) (with ε replaced by ε1+ 1
d ).

The argument above also implies the Dani correspondence for badly ap-
proximable vectors. �

The following is immediate from Dani’s correspondence and Exercise 2.3.7
(but see also Exercise 13.2.1 for a deeper result in this direction).

Corollary 13.10. Almost every v ∈ Rd is well-approximable.

W. Schmidt proved in [?] proved that the set of badly approximable vectors
has full Hausdorff dimension in Rd. For this purpose he invented a type of
game, now known as a Schmidt game. We refer to the more recent papers
of Kleinbock and Weiss [?] and McMullen [?] on the details for this game,
more recent modifications and connections to dynamics, and Diophantine
approximation.

Exercises for Section 13.2

Exercise 13.2.1. Show that the equidistribution theorem of Shah on page 403 implies

that the vector  t
...

td


is well-approximable for almost every t ∈ R.

Notes to Chapter 13

(41)(Page 397) While this principle — in this finite form particularly — must date from

antiquity, Dirichlet [?] seems to have been one of the first to use it in a formal way with
this kind of application in mind, calling it the Schubfachprinzip (drawer or shelf principle).
(42)(Page 400) We will not discuss this more general framework concerning the inheritance

of Diophantine properties to ‘sufficiently curved smooth manifolds’ and simply mention
here some of the key developments. Davenport and Schmidt [?] showed that almost every

point of Rd is not Dirichlet-improvable and later showed in [?] that almost every point on

the curve (t, t2) is not (1/4)-improvable. Baker [?] extended this to the same statement
for almost every point on a sufficiently smooth curve in R2, and to almost every point
on a sufficiently smooth curved manifold by Dodson, Rynne, and Vickers [?]. Bugeaud [?]

extended the result to the specific curve (t, t2, . . . , td). Kleinbock and Weiss [?] used the
correspondence introduced by Dani [?], [?] and the machinery of Kleinbock and Margulis [?]
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to formulate some of these questions in homogeneous dynamics, and the argument used

for the proof of Corollary 13.5 is the argument used in [?]. We refer to a paper of Shah [?]
for more details on the background and for another direction of similar results for curves

that do not lie in translates of proper subspaces.
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Started a new page
to push the empty
sections onto a new
page, in case we
want to post this
chapter before the
remaining sections
get written ....

13.3 Khintchin’s Theorem and Homogeneous Dynamics

definition and discussion of Diophantine exponent

13.4 Higher-rank Phenomena

Littlewood’s conjecture, almost every point on the middle third Cantor set is
well-approximable but not Dirichlet improvable

13.5 Diophantine Approximation on Quadratic Surfaces

new work of Kleinbock et al.
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Chapter 14

Oppenheim’s Conjecture

Conjecture 14.1. Let Q be a non-degenerate† indefinite quadratic from in d >
3 variables. Then either

• λQ ∈ Z[x1, . . . , xd] for some λ ∈ R — in which case Q is said to be rational
— and Q(Zd) is discrete in R; or

• λQ /∈ Z[x1, . . . , xd] for all λ ∈ R — in which case Q is said to be irrational
— and Q(Zd) is dense in R.

Remark 14.2. (a) Conjecture 14.1 should be compared to the case of a linear
form L : Rd → R, where a similar dichotomy holds (and is easy to show; see
Exercise 14.0.1).
(b) It is clearly necessary that Q be indefinite, since otherwise Q(Zd) is always
discrete‡.
(c) The assumptions that d > 3 and Q is non-degenerate are also necessary
because of badly approximable numbers. For example,

Q(x, y) = (x+
√

2y)(x+ y)

is irrational and satisfies

Q(Z2) ∩ (0, ε) = ∅

for some ε > 0. To see this, notice that

|(x+
√

2y)(x−
√

2y)| = |x2 − 2y2| > 1

unless x = y = 0. If Q(x, y) is small but non-zero for integral x, y, then x+y 6=
0 and so again |x + y| > 1, and hence x +

√
2y must be small. In that

† This will be defined precisely later, but for now take it to mean that Q really involves
all d variables in an essential way.
‡ Though in the positive-definite case it is conjectured that Q(Zd) should become more
and more dense as the values it takes on become large, but this is unknown.
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410 14 Oppenheim’s Conjecture

case |x−
√

2y| and |x+ y| are both approximately ‖
(
x
y

)
‖, which proves the

claim.
(d) As the rational case is easy, we will assume that Q is irrational.

Raghunathan’s conjecture (Theorem 6.3) was motivated by Oppenheim’s
conjecture and the following connection between the two. Suppose that
the SO(Q)(R)o-orbit of the point SLd(Z) (corresponding to the lattice Zd)
in X = SLd(Z)\ SLd(R) is dense in X, then Q(Zd) ⊆ R is dense also by the
following argument. Notice that

Q(Zd) = Q(hZd)

for any h ∈ H = SO(Q)(R)o and so this closure must contain Q(v) for any v ∈
Rd, because any v ∈ Rd can be extended to some unimodular lattice Γ , and
then there is a sequence (hk)k>1 in H with hkZd → Γ as k →∞. This shows
that there is an integral sequence (nk)k>1 in Zd with hknk → v as k → ∞
and hence with Q(nk)→ Q(v). In particular, this argument shows that

Q({n = (n1, n2, n3) ∈ Z3 | gcd(n1, n2, n3) = 1}) = R (14.1)

(see Exercise 14.0.2).
Another reduction will be useful for us.

Lemma 14.3. If Q is a non-degenerate, indefinite, irrational quadratic form
in d > 3 variables, then there exists a rational 3-dimensional subspace V ⊆ Rd
such that Q|V , once expressed in a rational basis of V , is non-degenerate,
indefinite, and irrational.

Outline Proof. Since Q is non-degenerate and indefinite, we can find 3
vectors v1, v2, v3 with |Q(vi)| = 1 for i = 1, 2, 3 but with Q(v1), Q(v2), Q(v3)
not all of the same sign. Moreover, we can also require them to be orthogonal
in the sense that

〈vi, vj〉 = 1
2 (Q(vi + vj)−Q(vi)−Q(vj)) = 0

if i 6= j. This implies that Q|〈v1,v2,v3〉 is non-degenerate and indefinite. How-
ever, as both non-degenerate and indefinite are open conditions (that is,
expressible using strict inequalities on values of continuous functions) the
same must hold for any 3-dimensional subspace with a basis {w1, w2, w3}
that can be chosen close to {v1, v2, v3}. We indicate now how to find such a
basis w1, w2, w3 ∈ Q3 so as to ensure that the restricted quadratic form is
irrational when expressed in the basis w1, w2, w3.

Choose initially w1, w2, w
′
3 ∈ Q3 close to v1, v2, v3, and let a ∈ Q(w1).

If Q(w′3) /∈ Qa let w3 = w′3 and we are done. Otherwise, notice that by
the assumed irrationality there exists some x ∈ Q3 with Q(x) /∈ Qa. Now
define w3 = w′3 +αx with α ∈ Q small enough to ensure that w3 is still close
to v3 and chosen to ensure that
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Q(w3) = Q(w′3) + α2Q(x) + 2α 〈w′3, x〉 /∈ Qa.

To see that this is always possible, assume that

α2Q(x) + 2α 〈w′3, x〉 ∈ Qa

for all small choices of α ∈ Q. However this assumption implies that Q(x) ∈
Qa (which contradicts the choice of x) because

det

(
α2

1 2α1

α2
2 2α2

)
= 2α1α2(α1 − α2) 6= 0

for distinct non-zero α1, α2. �

Thus we may (and will) assume from now on that Q is a non-degenerate,
indefinite, irrational quadratic form in d = 3 variables. By Sylvester’s iner-
tia theorem [?] (see Lang [?, XV, Sec. 4] for a modern treatment) there is
some g ∈ SL3(R) for which

Q = λQ0 ◦ g

with λ ∈ Rr{0} (a negative choice of λ may be used to switch from signa-
ture (2, 1) to signature (1, 2) if needed) and with

Q0(x) = Q0

x1

x2

x3

 = 2x1x3 − x2
2.

Now recall that SO(Q0)(R) is locally isomorphic† to SL2(R). For this,
notice that the adjoint action of SL2(R) on sl2(R) preserves the quadratic
form det on sl2(R). Now choose the basis of sl2(R) so that the coordi-
nates x1, x2, x3 correspond to the matrix(

x2 −2x1

x3 −x2

)
with determinant 2x1x3 − x2

2. Using this basis we calculate that

Ad(
1 s

1

)(x2 −2x1

x3 −x2

)
=

(
1 s

1

)(
x2 −2x1

x3 −x2

)(
1 −s

1

)

=

(
x2 + sx3 −2(x1 + x2s+ s2

2 x3)
x3 −(x2 + sx3)

)
corresponds to the 3× 3 matrix

† Notice that there are two different finite-index phenomena at work here: SO(Q0)(R)o

has index two in SO(Q0)(R) and SO(Q0)(R)o ∼= PSL2(R), as will be shown later.
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412 14 Oppenheim’s Conjecture1 s s2

2
1 s

1


preserving Q0(x) = 2x1x3 − x2

2 on R3. Similarly we calculate that

Ad(1
s
2

1

)(x2 −2x1

x3 −x2

)
=

(
x2 + x1s −2x1

x3 + x2s+ x1
s2

2 −(x2 + x1s)

)
,

which corresponds to  1
s 1
s2

2 s 1


preserving Q0 once again. Moreover,e2t

1
e−2t


also preserves Q0, and this matrix corresponds in the same way to(

et

e−t

)
∈ SL2(R).

Let us now prove the earlier claim.

Lemma 14.4. SO(2, 1)(R)o is isomorphic to PSL2(R) and is a maximal con-
nected subgroup of SL3(R).

Proof. Sending g ∈ SL2(R) to the matrix representation φ(g) of the
map Adg (described above) defines a map from SL2(R) into SO(2, 1)(R)o.
For g = −e, we have Adg = I, so we a homomorphism

φ : PSL2(R) −→ SO(2, 1)(R)o.

It is easy to check that the map φ is proper. Since PSL2(R) has no non-trival
normal subgroup (see Exercise ??), and the homomorphism is non-trivial,
we deduce that the homomorphism is injective. To show that the image is
indeed SO(2, 1)(R)o, it is enough to check that the image is a maximal con-
nected subgroup.

To achieve this, we analyze the finite-dimensional representation

Adφ(g) : sl3(R)→ sl3(R)

of SL2(R). The algebra sl3(R) contains the Lie algebra h of the image H of φ,
which is generated by the matrices
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14 Oppenheim’s Conjecture 4130 1 0
0 0 1
0 0 0

 ,

0 0 0
1 0 0
0 1 0

 ,

2 0 0
0 0 0
0 0 −2

 .

These have weight 2,−2 and 0 respectively for the Cartan subgroup of SL2(R).
The Lie algebra sl3(R) also contains0 0 1

0 0 0
0 0 0

 ,

which has weight 4. However, by the finite-dimensional representation theory
of SL2(R), this forces there to be a decomposition

sl3(R) = h⊕ V5,

where V5 is an irreducible 5-dimensional representation of SL2(R). It follows
that every closed connected subgroup containing H must either be equal to H
or to SL3(R). In particular, we deduce that H = SO(2, 1)(R)o. �

Since we have already classified all measures that are invariant under the
action of subgroups locally isomorphic to SL2(R), one might now hope that
we are not far from a proof of Oppenheim’s conjecture (Conjecture 14.1).
This hope is misplaced. For example, it is not clear how to find even one H-
invariant measure on the closure of an H-orbit

H.x 6 SL3(Z)\SL3(R)

since H is not amenable (see [?, Sec. 8.4] for background on amenability). Is there a good
source for state-
ments like this
— that this or
that group is not
amenable. Zimmer?
Day?

Instead...
one should work with a unipotent subgroup of H using rational maps and

entropy arguments along the same lines as used in Section 6.6.

Query: to do this?

(Need to return to this)
Alternatively, one can also prove Oppenheim’s conjecture by arguments in

topological dynamics, and this was done by Margulis [?].

Theorem 14.5 (Margulis). Oppenheim’s conjecture holds in d > 3 vari-
ables.

Dani and Margulis [?] then improved the argument to obtain the special
case of Raghunathan’s conjecture.

Theorem 14.6 (Dani and Margulis). With the notation from p. 410, for
any x ∈ X, either Hx = Hx or H.x = X, and in particular we have (14.1).

There is one more connection to explain, namely why does the non-dense
possibility H.x = H.x really correspond to Q being a rational form? This
will be discussed in Section ??.
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Exercises for Section 14

Exercise 14.0.1. Show that every orbit of the map

Rα : T −→ T
x 7−→ x+ α

with α /∈ Q is dense. Deduce that if L is an irrational linear form, then L(Z2) is dense

in R.

Exercise 14.0.2. Give the details of the argument sketched on p. 410, and deduce (14.1).

14.1 Temporary: SL2(Z) is a maximal lattice

Proposition 14.7. SL2(Z) is a maximal lattice in SL2(R). Moreover, any
subgroup H < SL2(R) that contains SL2(Z) properly is dense.

Proof of Proposition 14.7. Let

g0 =

(
a b
c d

)
∈ SL2(R),

and write
Γ = 〈SL2(Z), g〉

for the subgroup generated by g0 ∈ SL2(R) and SL2(Z). In the following we
will multiply g = g0 several times on the left or on the right by elements
of SL2(Z). Modifying g in this way does not change Γ , and we will abuse
notation slightly by using the letter g = (gij) for the matrix obtained by
these successive modifications.

Below we will frequently apply ‘division with remainder’ to g21 and g22.
Indeed, if n ∈ Z then the calculation

g

(
1
n 1

)
=

(
g11 + ng12 g12

g21 + ng22 g22

)
shows that we may apply division with remainder to replace g with

g′ =

(
g′11 g12

g′21 g22

)
= g

(
1
n 1

)
with the property that |g′21| 6 1

2 |g22|. If in this new matrix we have g21 6= 0
then we may use a similar calculation for

g

(
1 n

1

)
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14.1 Temporary: SL2(Z) is a maximal lattice 415

to similarly reduce g22 in size. There are two possibilities to consider.
Case 1: If the initial entries c and d in g are incommensurable† then the
division with remainder argument above may be applied indefinitely, with
the size of the g21 and g22 entries being rendered smaller than half of the g22

and g21 entries at each stage respectively. In particular, after finitely many
steps we may assume that ‖(g21, g22)‖ < 1.
Case 2: If c and d are commensurable, then the procedure stops when one
of the entries vanishes. We may assume without loss of generality that g21

vanishes. If |g22| < 1 we continue to the next step of the proof. Suppose
therefore that g21 = 0 and |g22| > 1, which forces |g11| = |g−1

22 6 1. Now
notice that (

−1
1

)(
g11 g12

0 g22

)
=

(
0 −g22

g11 g12

)
.

If g22 = g11 = ±1 and g12 ∈ Z then g ∈ SL2(Z) and hence also g0 ∈ SL2(Z)
(since all the steps taken involve multiplication on left or right by elements
of SL2(Z) and so are invertible). If |g11| < 1 or |g11| = 1 but g12 /∈ Z, then
the division by remainder argument again leads (after renaming the resulting
matrix) to the situation with ‖(g21, g22)‖ < 1.

So now suppose that

g =

(
g11 g12

g21 g22

)
∈ SL2(R)rSL2(Z)

with ‖(g21, g22‖ < 1. Applying the Möbius transformation corresponding to g
to i gives

=(gi) =
1

|g21i + g22|2
> 1.

Let z = iy with y > 1 chosen close to 1. Then =(gz) is close to =(gi) and we
may assume that

=(gz) > =(gi). (14.2)

Now recall that for any discrete subgroup Γ ⊆ PSL2(R) and point z in the
upper-half plane which is not fixed by any nontrivial element γ ∈ Γ we can
define the Dirichlet domain (or Dirichlet region)

Dz = {z′ ∈ H | d(z′, z) = min{d(z′, γ(z)) | γ ∈ Γ}}

which (apart from the boundary) is then a fundamental domain for Γ (see [?,
Sec. 11.1]).

Assume now that Γ = 〈g0,SL2(Z)〉 = 〈g,SL2(Z) is still discrete even
though g /∈ SL2(Z). Then Γg ⊇ SL2(Z) is a lattice (since its covolume is
bounded above by the co-volume of SL2(Z), which we know to be finite), and
we may apply the Dirichlet domain construction to the point z as above. As

† That is, linearly independent over Q.
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416 14 Oppenheim’s Conjecture

illustrated in Figure 14.1, the inequality (14.2) shows that Dz has compact
closure.

gz

i 4

1 2 3

5

Fig. 14.1 The lines drawn are the boundaries of the usual fundamental domain, and are

also the geodesics consisting of the set of points equidistant from z and γ(z) for various γ ∈
SL2(Z). The dotted line is the set of points that are equidistant from z and g(z). The

Dirichlet domain Dz is contained in the shaded region.

Since Γ is assumed to be discrete, it is therefore a lattice, and so the
index [Γg : SL2(Z)] must be finite (since this quantity is also the ratio of the
volume of SL2(Z)\H and of Γg\H. However, if

Γ =

n⋃
i=1

SL2(Z)hi

then
n⋃
i=1

hi(Dz)

would be a fundamental domain for SL2(Z) in H with compact closure.
As SL2(Z)\H is not compact, this is a contradiction.

It follows that L = Γg is closed and not discrete, and so has a non-trivial
Lie algebra l. Since SL2(Z) ⊆ Γg, the Lie algebra l is preserved by Adγ for γ
in SL2(Z). By Borel density (Theorem 3.30) this implies that l C sl2(R) and
hence l = sl2(R). This implies that L = SL2(R) since SL2(R) is connected. �

maybe we include
some applications
found by Jens:
free path length
in Boltzmann-grad
limit and Frobenius
numbers?

Page: 416 job: VolumeIII macro: svmono.cls date/time: 15-Dec-2016/17:58



Part IV

Odds and ends without permanent
residence yet
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Lemma 14.8 (Tangent space for non-Archimedean fields). Let k =
Fq((s)) be a completion of a global field K|Fp(t) with positive characteristic
at a place σ, and let V ⊆ k

n be the set of k-points of a variety defined over K,
and suppose that e ∈ V is a smooth point of V . Then every v0 ∈ V sufficiently
close to e is of the form

v0 = e+ w + O (|v0 − e|σ) (14.3)

for some w in the k-tangent space of V at e. Similarly, for any sufficiently
small w0 in the tangent space there exists some v ∈ V with

v = e+ w0 + O (|w0|σ) . (14.4)

Proof. We may assume (by translation) that e = 0 and (by applying a
linear map) that the tangent space is given by k

d × {0}n−d. By definition of
the tangent space(43) of a variety, this implies that the ideal J defining the
variety contains polynomials of the form

Tj + fj(T1, . . . , Tn) (14.5)

for j = d+1, . . . , n where fj is a polynomial with no constant or linear terms.
This already implies that any vector

v0 =



x1

...
xd
xd+1

...
xn


close to 0 must satisfy |xj |σ = O

(
|v0|2σ

)
for j = d + 1, . . . , n, which is pre-

cisely (14.3).
Localizing the ring R = k[x1, . . . , xn] at the ideal (0), we obtain the local

ring

R(0) =
{
f
g | f, g ∈ R, g(0) 6= 0

}
.

Then the ideal JR(0) ⊆ R(0) is generated by the polynomials in (14.5).
Therefore, for any vector

w =



x1

...
xd
0
...
0


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belonging to the tangent space of V at 0 and sufficiently close to 0, we can
use the relations in (14.5) to find a vector

v =



x1

...
xd
xd+1

...
xn


∈ V

as needed for (14.4). �
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Chapter 15

Some Homeless Fragments

15.1 Každan’s Property (T)

Property (T), introduced(44) by Každan in 1967, is a versatile notion from
the representation theory of locally compact groups that has found applica-
tions in many branches of mathematics. It has a formulation(45) as a fixed
point property, but we describe only a characterization in terms of unitary
representations. It turns out — though we do not show this — that many Lie
groups with rank at least two (and lattice inside them) have Každan’s prop-
erty (T). Thus, for example, SLn(R) and SLn(Z) have Každan’s property (T)
for n > 3.

In ergodic theory, property (T) is related to the notion of strong ergodic-
ity(46), where it seems complementary to amenability. Despite this, amenabil-
ity and property (T) are not complementary; there are important groups that
fall between the two definitions, an example being SL2(Z); on the other hand
compact groups have both properties.

Definition 15.1. Let G be a locally compact group with a countable basis
for its topology, and let π : G → U(H ) be a continuous homomorphism
from G to the group of unitary operators on some Hilbert space H (such a
homomorphism is called a unitary representation). Given ε > 0 and K ⊆ G
a compact set, a vector v ∈H with ‖v‖ = 1 is called (ε,K)-invariant if

‖π(g)v − v‖ < ε for all g ∈ K.

The unitary representation π almost has invariant vectors if there is an (ε,K)-
invariant vector for each ε > 0 and K compact.

An extreme way in which G could almost have invariant vectors is to have
an invariant vector: if there is some non-trivial vector v with the property
that π(g)v = v for all g ∈ G, then clearly v is (ε,K)-invariant for all ε and K.
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422 15 Some Homeless Fragments

Definition 15.2. Let G be a locally compact group with a countable basis
for its topology. Then G has property (T) or the Každan property if any
unitary representation of G which almost has invariant vectors has non-trivial
invariant vectors.

Example 15.3. The regular representation π : Z → U
(
L2(Z)

)
is defined

by (π(n)f)k = fk+n for f = (fk) ∈ L2(Z). Given any ε > 0 and finite
set F ⊆ Z, let E be a finite set with |E| > 2

ε |F |. Define f by

fk =

{
1/|E| if k ∈ E,
0 if not.

Then for any n ∈ F , ‖π(n)f − f‖ 6 2|F |/|E| < ε, showing that π almost has
invariant vectors. However, it is clear that π has no invariant vectors: if f is
invariant, then the sequence fk is constant. Thus Z does not have Každan’s
property (T).

Každan [?] explored some algebraic consequences of property (T), the
simplest of which is the following.

Proposition 15.4. If G is a discrete group with Property (T), then G is
finitely generated.

Proof. Enumerate the elements of G as {g1, g2, . . . }, and write

Gn = 〈〈g1, g2, . . . , gn〉〉

for the subgroup generated by the first n elements. Let

πn : G→ U
(
L2(G/Gn)

)
be the translation representation

(πn(h)f) (g +Gn) = f(h+ g +Gn);

this is the representation induced by the identity representation on the
subgroup Gn. Finally, let π =

⊕
πn be the direct sum of the representa-

tions {πn}. For each n > 1, the function 11G+Gn is an invariant vector for πn,
so π almost has invariant vectors — and therefore has non-trivial invariant
vectors. Let f ∈

⊕
L2(G/Gn) be such a vector. Each of the projections fn

of f onto L2(G/Gn) will also be invariant, and for some n the projection fn
must be non-trivial. It follows that some πn has non-trivial invariant vectors,
which can only happen if G/Gn is a finite group. Thus G is a finite extension
of a group generated by n elements, so is finitely generated. �

Problems for Section 15.1

Exercise 15.1.1. Extend Example 15.3 to show that Rd and Zd do not have Každan’s
property (T) for any d > 1.
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15.2 Ideas and Questions; Things to Include

Completely positive entropy implies mixing of all orders for a single trans-
formation? For a Zd-action (Kaminski/Conze)? For amenable group actions
(Rudolph–Weiss; very difficult result)?

15.2.1 Some comments from Anish

Since Minkowski’s theorems are followed by adelic Mahler’s compactness, it
may be helpful to mention in passing that the adelic analogue of Minkowski’s
theorems have been proved by Bombieri-Vaaler (http://www.ams.org/mathscinet-
getitem?mr=707346) and have found use in number theoretic contexts. Ac-
tually, they were proved earlier by Mcfeat (http://www.ams.org/mathscinet-
getitem?mr=318104) unbeknownst to B-V, but Mcfeat’s paper is hard to find
and his result has weaker constants.

I look forward to the spectral gap section in particular. Some audience
requests

1) How about a section/chapter on SL(2, R)? I mean a quick discussion
of principal/complementary/discrete followed by the explicit calculation of
decay, for example Howe-Tan style.

2) How about a discussion of (a baby case of) Einsiedler-Margulis-Venkatesh?
It is very closely related to spectral gap and property tau after all?

Notes to Chapter 15

(43)(Page 419) For background in algebraic geometry used here, we refer to Reid [?] for

an introduction and to Hartshorne [?] for a sophisticated account. Some of the language

needed is reviewed in Chapter 3.
(44)(Page 421) This property was introduced by Každan [?], who showed that many semi-

simple Lie groups have the property. The theory was developed significantly by Delaroche

and Kirillov [?]; see also Zimmer [?, Chap. 7].
(45)(Page 421) A locally compact group G with a countable basis for its topology has

Každan’s property (T) if every continuous action of G by isometries of a Hilbert space has

a fixed point.
(46)(Page 421) Let T be an action of a locally compact second countable group G on

the Lebesgue space (X,B, µ). A sequence of measurable sets (An) is called asumptot-

ically invariant if for every g ∈ G, limn→∞ µ (An4Tg(An)) = 0, and is called trivial
if limn→∞ µ(An) (1− µ(An)) = 0. The action is called strongly ergodic if the only asymp-
totically invariant sequences are the trivial ones. This notion gives a characterization of

Každan’s property (T) as follows. K. Schmidt [?] showed that if every ergodic action of G is
strongly ergodic, then G has property (T); Connes and Weiss [?] showed that the converse

holds. The proof of the converse requires methods from probability; a convenient place for
both results is the book by Glasner [?, Chap. 13]. A striking result of Glasner and Weiss [?]

gives another characterization of property (T). For a countable group G their results are
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as follows. If G has property (T), then for any action of G by homeomorphisms of a com-

pact metric space (X, d), if the space MG(X) of G-invariant probability measures on X is
non-empty, then the extreme points (the ergodic measures) are a closed subset of MG(X);

such a simplex is called a Bauer simplex. In the reverse direction, they show that G does

not have property (T) if and only if MG(X) is the Poulsen simplex, characterized by the
property that the extreme points (the ergodic measures) are dense.
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Appendix A: Topological Groups

Definition A.1. A collection U of neighborhoods of a point x in a topolog-
ical space is a neighborhood basis if for any open neighborhood V 3 x there
is some neighborhood U ∈ U with U ⊆ V .

A topological space is first countable if every point has a countable neigh-
borhood basis.

A metric space (X, d) is automatically first countable, since the open neigh-
borhoods B1/n(x) for n ∈ N form a countable neighborhood basis at x(47).

Recall that a topological group is a group G together with a Hausdorff
topology T with respect to which the maps g 7→ g−1 and (g, h) 7→ gh are
continuous. This means that

• if U is a neighborhood of a product gh ∈ G, then there are neighbor-
hoods U1 3 g and U2 3 h with U1U2 ⊆ U ;

• if U is an open neighborhood of g ∈ G, then there is an open neighbor-
hood V of g−1 with V −1 ⊆ U .

Lemma A.2 (Birkhoff–Kakutani [?], [?]). The following properties of a
topological group G are equivalent.(48)

(1) G has a left-invariant metric, that is a metric d giving the topology which
additionally has d(gh1, gh2) = d(h1, h2) for all g, h1, h2 ∈ G.

(2) Each g ∈ G has a countable basis of open neighborhoods.
(3) The identity 1 ∈ G has a countable basis of open neighborhoods.

Proof. It is clear that (1)⇒ (2)⇔ (3) since the rotation g 7→ gh is a home-
omorphism of G for any h ∈ G. So we will assume (2). Let U = {V1, V2, . . .}
be a countable neighborhood basis at the identity I consisting of open sets.
Without loss of generality we may assume that

V1 ⊇ V2 ⊇ · · · ⊇ {I}, (A.1)

and since G is Hausdorff we have
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n>1

Vn = {I}.

We wish to construct sets that mimic the behavior of nested metric open sets.
To that end we use the continuity properties of the two group operations to
construct from the sequence of sets (Vn) another nested sequence of open
neighborhoods of the identity

U1 = G ⊇ U1/2 ⊇ U1/22 ⊇ · · · ⊇ {I} (A.2)

with the property that U−1
1/2n = U1/2n (each set is symmetric), U1/2n ⊆ Vn,

and U1/2n+1U1/2n+1 ⊆ U1/2n for each n > 1. It follows that⋂
n>0

U1/2n ⊆
⋂
n>1

Vn = {I}. (A.3)

For any rational of the form a
2n with a ∈ {1, . . . , 2n− 1} and n ∈ N we define

Ua/2n = U1/2n1 · · ·U1/2nr

where
a

2n
= 2−n1 + · · ·+ 2−nr

is the binary expansion of a
2n arranged in the natural order with

1 6 n1 < · · · < nr.

By construction†

Ua/2nU1/2n ⊆ U(a+1)/2n (A.4)

for n > 1 and 1 6 a 6 2n − 1. Hence the sets Ua/2n are nested in the sense

that‡

0 < a < b 6 2n ⇒ Ua/2n ⊆ Ub/2n .

Using this neighborhood basis we can define a function f on G by

f(x) = inf{ a2n | x ∈ Ua/2n}.

We claim that f has the following properties§:

† If there is no carry in the binary addition of a/2n and 1/2n this is just the definition, if
there is a carry one uses the defining properties of U1/2n .
‡ Suppose a = 2−n1 + · · · + 2−nr . If b = a + c

2nr+1
for an integer c > 1 this follows

simply from the definition of Ub. If b = a+ 1
2nr

this follows from (A.4). If b > a+ 1
2nr

the
conclusion follows from the latter case and induction on nr.
§ Notice that the existence of such a function would follow easily from the conclusion we
seek. If G has a left-invariant metric d defining its topology, then the function f defined

by f(g) = d(e, g) has the three properties claimed.
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(a) f(g) > 0 for g ∈ Gr{I} and f(I) = 0;
(b) the collection

{
{g ∈ G | f(g) < 1

n} | n ∈ N
}

form a neighborhood base at
the identity I ∈ G; and

(c) for any ε > 0 there is an open neighborhood U 3 e such that

|f(hg)− f(h)| 6 ε

for all g ∈ U and h ∈ G.

Property (b) holds since the collection of sets {Ua/2n} form a neighborhood
basis at the identity, and (a) follows from (A.3). The uniform continuity prop-
erty (c) is a consequence of (A.4). Indeed if ε > 0 is arbitrary we may choose
some n with 1

2n < ε and set U = U1/2n+1 . We let h ∈ G and g ∈ U be arbi-

trary. If f(h) ∈ [ a
2n+1 ,

a+1
2n+1 ) then h ∈ U(a+1)/2n+1 , and so hg ∈ U(a+2)/2n+1

which implies f(hg) < a+2
2n+1 6 f(h) + 2

2n+1 < f(h) + ε. Using U−1 = U the
inequality f(h) < f(hg) + ε follows from the former.

We now define a metric-like function df : G×G→ [0,∞) by

df (g1, g2) = sup
h∈G
|f(hg1)− f(hg2)|. (A.5)

Clearly
df (g1, g2) = df (g2, g1)

and
df (hg1, hg2) = df (g1, g2)

for all g1, g2, h ∈ G, df (g, g) = 0, and df obeys the triangle inequality. That
is, df is a left-invariant pseudometric on G. Now assume that df (g1, g2) = 0.
Then f(g−1

1 g2) 6 df (I, g−1
1 g2) = 0 implies that g1 = g2 by (a). Hence we see

that df is a metric on G.
It remains to show that the metric topology induced from df is the orig-

inal group topology. As both topologies make G into a topological group it
is sufficient to study the neighborhoods of I with respect to both topolo-
gies. Any h ∈ G with df (h, I) < 1

2n satisfies h ∈ U1/2n , which shows that
a neighborhood in the original topology is also a neighborhood in the the
metric topology. Now let ε > 0 and let U be a neighborhood as in the uni-
form continuity property (c). Then df (h, I) 6 ε for all h ∈ U , which shows
that a metric neighborhood is also a neighborhood in the original topology.

�

Notice in particular that this means the groups encountered in this vol-
ume, like GLd(R) and SLd(R), have left-invariant metrics that give the group
topology.
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428 NOTES TO APPENDIX A

Exercises for Appendix A

Let d > 2. Show that G = SLd(R) cannot be equipped with a metric that
gives the standard topology and is bi-invariant, that is, satisfies d(gh1, gh2) =
d(h1, h2) = d(h1g, h2g) for all g, h1, h2 ∈ G.

Notes to Appendix A

(47)(Page 425) First countable topological spaces are not automatically metrizable. An

example to see this is the Sorgenfrey line [?], the space R with the topology formed by

using the half-open intervals [a, b) with a < b as basis. It is clear that this is first countable,
since the sets [a, a + 1

n
) for n ∈ N form a countable neighborhood basis at a. Much less

clear is the fact that it is not metrizable, and we refer to Kelley [?] for the details.
(48)(Page 425) If d` is a left-invariant metric then dr(x, y) = d`(x

−1, y−1) is a right-

invariant metric defining the same topology. A bi-invariant metric with

d(xgy, xhy) = d(g, h)

for all x, y, g, h ∈ G only exists in special cases: we refer to [?, Lem. C.2] for the simple
case that a compact metrizable group has a bi-invariant metric, and [?, Ex. C.3] for an

explanation of why GL2(C) has no bi-invariant metric. A striking result of Milnor [?] is

that a connected Lie group admits a bi-invariant metric if and only if it is isomorphic
to K × Rn for some compact Lie group K. The proof of Lemma A.2 given here is taken

from the monograph of Montgomery and Zippin [?, Sec. 1.22] and Tao’s blog [?].
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Appendix B: Haar Measure on
Quotients of Groups

†Let G be a unimodular group with Haar measure mG, and let Γ < G be a
discrete subgroup (which is also unimodular, and has the counting measure
as its Haar measure). Then, as we have discussed in Section 1.1, the mea-
sure mG induces a G-invariant measure mΓ\G on Γ\G which we also call
Haar measure. Moreover,

mΓ\G (Γ\G) = mG(F )

for a Borel fundamental domain F ⊆ G for Γ . We will generalize this con-
struction in this section to allow quotients H\G by certain closed unimodular
subgroups H < G. We refer to the work of Knapp [?] or Raghunathan [?] for
a more general treatment of the existence of Haar measure on quotients. No-
tice that we may also define the quotient topology on H\G by constructing a
quotient metric dH\G along the lines of (1.1) on p. 8 (see also Exercise 1.1.2).

B.1 Compact Subgroups

As a first case, assume that G is σ-compact, locally compact and unimodular,
equipped with a left-invariant metric, and assume that H < G is a compact
subgroup with Haar measure mH . Then mG and mH together induce a G-
invariant measure mH\G, which we will again call Haar measure on H\G. In

fact, if B ⊆ H\G is a Borel subset then we can define‡

† The material in this chapter will only be used in Chapter 12. It extends the results of
Section 1.1.
‡ The normalization is compatible with the more general one presented in Section B.1.1.
Also notice that the construction from Section 1.1 will not work here if H is not discrete. A

fundamental domain for H, called a cross-section in this context, has Haar measure zero,

as seen for example in the case
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430 Appendix B: Haar Measure on Quotients of Groups

mH\G(B) =
mG(π−1(B))

mH(H)
(B.6)

where π : G→ H\G is the canonical right G-equivariant† projection map

π : g 7−→ Hg.

B.1.1 Subgroups with Uniform Lattices

Once again let G be a σ-compact and locally compact unimodular group
equipped with a left-invariant metric. The case we will be interested in later
is the case where the closed unimodular subgroup H < G contains a uniform
lattice ΓH < H. We can use this lattice as a tool for generalizing (B.6) as
follows. For a Borel subset B ⊆ H\G, define its measure by

mH\G(B) =
mΓH\G(π−1(B))

mΓH\H(ΓH\H)
(B.7)

where π : ΓH\G→ H\G is the canonical right G-equivariant projection map

π : ΓHg 7−→ Hg.

First notice that (B.7) generalizes (B.6), since one can take ΓH = {I} if H
is compact. Next notice that the right-hand side of (B.7) seemingly depends
on the choice of a lattice ΓH < H, but we will see below that this is not
the case. As a first indication of this phenomenon, one may quickly check
that mH\G defined by (B.7) does not change if ΓH is replaced by a finite-
index subgroup Γ ′H < ΓH (by unfolding the definitions on the right-hand side
of (B.7) using (1.5)). This would not be the case without the normalization
from the denominator.

The induced Haar measure mH\G is right G-invariant since

mH\G(Bg) =
mΓH\G(π−1(Bg))

mΓH\H(ΓH\H)
=
mΓH\G(π−1(B)g)

mΓH\H(ΓH\H)
= mH\G(B)

for a Borel subset B ⊆ H\G and any g ∈ G.
We summarize and extend the ideas above in the following lemmas.

Lemma B.1 (Haar measure on H\G). Suppose that G is a σ-compact, lo-
cally compact, unimodular group equipped with a left-invariant metric. Let H

H = SO(2,R) < G = SL2(R),

and the definition in (B.6) also does not work if mH(H) =∞.
† That is, intertwining the natural G-actions.
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B.1 Compact Subgroups 431

be a closed subgroup of G, and let ΓH < H be a uniform lattice in H.
Then mH\G as defined in (B.7) is a locally finite G-invariant Borel mea-
sure on H\G, also called a Haar measure.

Lemma B.2 (Continuous folding and unfolding). Let H < G be as
above. The Haar measures mG, mH , and mH\G have the following compat-
ibility relation, which may be viewed as an analog of the Fubini theorem for
product measures. If f ∈ L1

mG(G), then the function F on H\G defined by
the relation

F (Hg) =

∫
H

f(hg) dmH(h) (B.8)

exists for mG-almost every g ∈ G (or equivalently for mH\G-almost ev-
ery Hg), and ∫

H\G
F (Hg) dmH\G =

∫
G

f dmG. (B.9)

Moreover, (B.9) holds (up to a multiplicative scalar constant) for any non-
zero locally finite G-invariant Borel measure on H\G.

Proof of Lemma B.1 and Lemma B.2. Let mH\G be as in (B.7). Using
the measure we define a measure ν on G by

ν(B) =

∫
H\G

mH ({h ∈ H | hg ∈ B}) dmH\G(Hg)

for any Borel set B ⊆ G (so that ν(B) is the left-hand side of (B.9) applied
to f = 1B). We will show that ν is locally finite, positive on open sets, and
right G-equivariant (which will imply that ν = cmG for some c ∈ (0,∞) by
the uniqueness of Haar measure). To see that µ is locally finite, it is enough
to show that π is proper.

Since ΓH < H is assumed to be a uniform lattice, we have

π−1(Hg) = {ΓHhg | h ∈ H} = ΓHKHg

for some compact set KH ⊆ H. Now any compact set in H\G is of the
form HK for some compact set K ⊆ G. In fact, if L ⊆ H\G is compact,
and U ⊆ G is an open neighborhood of I ∈ G with compact closure, then

L ⊆
⋃

Hg∈L
HgU

is an open cover, so there is a finite subcover

L ⊆
n⋃
i=1

HgiU

and hence
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432 Appendix B: Haar Measure on Quotients of Groups

K =

(
n⋃
i=1

giU

)
∩ {g ∈ G | Hg ∈ L}

satisfies the claim. Furthermore, we have

π−1(HK) = ΓHHK = ΓHKHK,

which means that the pre-image of any compact subset of H\G is compact
in ΓH\G. This implies that mH\G is finite on compact subsets, and that ν is
locally finite.

If B ⊆ G is measurable and g1 ∈ G, then

ν(Bg1) =

∫
H\G

mH ({h ∈ H | hg ∈ Bg1}) dmH\G(Hg)

=

∫
H\G

mH

(
{h ∈ H | hgg−1

1 ∈ B}
)

dmH\G(Hg)

= ν(B)

by the right-invariance of mH\G. Now let O ⊆ G be open and non-empty.
If ν(O) = 0, then we can cover any compact K 6 G by finitely many trans-
lates

K =

n⋃
i=1

Ogi

of O, which implies that ν(K) = 0. Since G is σ-compact, this forces ν = 0
which contradicts the definition. It follows that ν is a Haar measure on G,
and so ν = cmG for some c ∈ (0,∞). Notice that the argument thus far
would have worked equally well for any non-zero locally finite Haar measure
on H\G.

Finally, let F ⊆ G be a fundamental domain for ΓH , where ΓH is viewed
as a discrete subgroup of G, let K ⊆ G be compact with non-empty interior,
and define

B = HK ∩ F.

The set HK is closed (because K is compact and H is closed), so B is
measurable. By definition of ν, mH\G and mΓH\G, we have

ν(B) =

∫
H\G

mH ({h ∈ H | hg ∈ HK ∩ F})︸ ︷︷ ︸
=mΓH\H(ΓH\H)1HK(Hg)

dmH\G(Hg)

= mΓH\G
(
π−1(HK)

)
= mG(B).

It follows that c = 1, and so (B.8) and (B.9) hold for characteristic func-
tions f = 1B of Borel subsets B ⊆ G. Using linearity and monotone conver-
gence, this extends first to simple functions, then to all non-negative measur-
able functions, and finally to all integrable functions. �
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B.1 Compact Subgroups 433

B.1.2 Other Lattices of H

We wish to extend the discussion above in two ways. Firstly, the mea-
sure mH\G defined in (B.7) using a uniform lattice ΓH < H is independent
of the chosen lattice, in the sense that it only depends on the choice of Haar
measures mH and mG. Secondly, the formula B.7 also holds for non-uniform
lattices in H.

Lemma B.3. Let G,H, ΓH , and mH\G be as in Lemma B.1, and assume
that ΛH < H is another lattice. Then

mH\G(B) =
mΛH\G(π−1(B))

mΛH\H(ΛH\H)

Proof. Let B ⊆ G be a measurable set. Then f = 1B is a measurable
function on G, and by applying (B.8)–(B.9) to the function f we get

mG(B) =

∫
H\G

∫
H

1B(hg) dmH(h) dH\G(Hg).

Let us write
π : ΛH\G −→ H\G

and
πG : G −→ H\G

for the canonical projections. Now let F ⊆ G be a fundamental domain
for ΛH , let B ⊆ H\G be a measurable set, and apply the identity above
to π−1(B) ∩ F to get

mΛH\G
(
π−1(B)

)
= mG

(
π−1
G (B) ∩ F

)
=

∫
H\G

∫
H

1π−1
G (B)∩F (hg) dmH(h) dmH\G(Hg). (B.10)

We claim that∫
H

1π−1
G (B)∩F (hg) dmH(h) = 1B(Hg)mΛH\H (ΛH\H) .

Indeed, if Hg /∈ B, then hg /∈ π−1
G (B) for all h ∈ H. On the other hand,

if Hg ∈ B, then Hg ⊆ π−1
G (B) and∫

1π−1
G (B)∩F (hg) dmH(h) =

∫
1Fg−1(h) dmH(h)

= mH(Fg−1 ∩H)

= mΛH\H (ΛH\H)
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434 Appendix B: Haar Measure on Quotients of Groups

since Fg−1 ∩H is a fundamental domain for ΛH in H. Together with (B.10)
this proves the lemma. �

B.1.3 Sketch of the General Case

As not all unimodular groups (indeed, not even all unimodular Lie groups)
admit compact quotients by lattices, the discussion above does not handle
all possible cases. A more general definition of mH\G with similar properties
can be obtained by using (B.8) and (B.9) more directly. For any f ∈ Cc(G)
the function F defined as in (B.8) has F ∈ Cc(H\G). One can now show
that for any F ∈ Cc(H\G) there exists some f ∈ Cc(G) satisfying (B.8), and
that (B.9) can be used as a definition of

∫
F dmH\G (but for this one has to

show that the definition is independent of the function f ∈ Cc(G) that gives
rise to F ).

For a general closed subgroup H of a locally compact σ-compact group G
the existence of a Haar measure mH\G on the quotient is equivalent to a
compatibility condition of the Haar measures mH and mG with respect to the
respective modular characters. We refer to Raghunathan [?] for a complete
treatment.

Bg

B

Fig. B.1 For quotients H\G that can be realized in terms of hyperplanes in Rd, the

Lebesgue measure of cones can often be used to describe the Haar measure on H\G.

Exercises for Appendix B

Show that the Haar measure mH\G (that is, the G-invariant locally finite,
non-zero measure on H\G) is unique up to a scalar multiple.
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B.1 Compact Subgroups 435

a) LetG = SL2(R) andH = U . Find an explicit description of the elements
of U\G, and in terms of this description describe mU\G,
(b) Let G = SL2(R) and

H = B =

{(
a s
a−1

)
| a 6= 0, s ∈ R

}
.

Show that there is no G-invariant locally finite measure on B\G.
Let Q(x, y) = x2

1 + · · · + x2
p − y2

1 − · · · − y2
q be a quadratic form with

signature (p, q), and let

G = SO(p, q)(R) = {g ∈ SLp+q(R) | g preserves Q}
=
{
g ∈ SLp+q(R) | gIp,qgt = Ip,q

}
where Ip,q is the matrix

(
Ip
−Iq

)
.

Let v0 = (1, 0, . . . , 0) ∈ Rp+q and

H = StabG(v0) = {g ∈ G | v0g = v0}.

Show that

G/H ∼= v0G = {w ∈ Rp+q | w2
1 + · · ·+ w2

p − w2
p+1 − · · · − w2

p+q = 1}

and that
mG/H(B) = mRp+q ({λv0g | λ ∈ [0, 1], g ∈ B})

defines a Haar measure on G/H.
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Appendix C: Something Algebraic
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Appendix D: Adeles and Local Fields?
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Appendix E: Modular Characters on
Lie Groups?

cf. page ??.
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Appendix F: General Case of
Proposition 9.13

If we include this, to contain proof from Pisa notes of the general case to
make this volume more self-contained.
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Hints for Selected Exercises

Exercise 1.1.5 (p. 20): Treat the case of a unipotent matrix separate from
the case of a scalar matrix and show that these cases suffice.

Exercise 1.1.7 (p. 20): Apply the standard version of Poincaré recurrence
to every element of a countable basis of the topology of X.

Exercise 1.1.10 (p. 21): Assuming the opposite consider the characteristic
polynomial of the matrix in G ∩ SLd(Z) which is responsible for a small
injectivity radius.

Exercise 1.1.11 (p. 21): Let F ⊆ G be a fundamental domain for Γ in G
such that F is compact (and hence bounded). Let d = diam(F ), let δ > 0,
and show that

S = {γ ∈ Γ | dG(F, γF ) < δ}

generates Γ because 〈S〉F ⊆ G is (“uniformly”) open and (therefore) closed.
(See also Exercise 1.2.1 for the same argument in a more concrete case.)

Exercise 1.1.12 (p. 21): Let y ∈ x(H1 ∩H2) ⊆ (xH1) ∩ (xH2). Apply-
ing Proposition 1.13 we find some δ > 0 smaller than the injectivity radius
with yBGδ ∩xHi = yBHiδ (if we use the same metric on G and Hi) for i = 1, 2.

Exercise 1.2.1 (p. 28): For (2) prove and use a formula relating =(γ(z))
and =(z) for z ∈ H and γ ∈ SL2(R).

Exercise 1.2.4 (p. 28): Show that the characteristic polynomial of the lattice
element corresponding to the period is irreducible over Q. See also Section 3.3
where this correspondence is considered in greater generality.

Exercise 1.3.1 (p. 42): Applying Exercise 1.1.11 (which in this case is much
easier to understand geometrically) one sees that Λ = Zv1 + . . . + Zvk for
finitely many vectors v1, . . . , vk ∈ Rd. By the structure theory of finitely
generated abelian torsion-free groups (that is, torsion-free modules over the
principal ideal domain Z) we may assume that v1, . . . , vk are linearly inde-
pendent over Q. Show that if v1, . . . , vk do not span Rd over R, then Rd/Λ
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446 Hints for Selected Exercises

cannot have finite volume. Finally show that if v1, . . . , vk are not linearly
independent over R, then Λ cannot be discrete.

Alternatively, go through the proof of Theorem 1.15 to extract a proof of
this fact.

Exercise 1.3.2 (p. 42): Apply Theorem 1.15 to each Λ ∩W < W for each
subspace W with (Λ ∩W ) close to inf{(Λ ∩ V ) | V ⊆ Rd is a subspace of
rank k}.

Alternatively consider the vectors in the lattice in
∧k Rd obtained by tak-

ing exterior products of elements of Λ.

Exercise 1.3.6 (p. 42): Notice that the mapa1

. . .

ad

 7−→ (
log a1

a2
, log a2

a3
, . . . , log ad−1

ad

)

is an isomorphism A→ Rd−1. For

U =


1 u12 . . . u1d

. . .
...
1

 | uij ∈ R
 ,

show that the Haar measure is given by integration with respect to

du12 · · · du1d du23 · · · du(d−1)d.

Exercise 1.3.8 (p. 42): Show that the first step of the algorithm does not
change the function θ but the third step of the algorithm decreases its value

by a fixed amount (depending on t <
√

3
2 ). Conclude by showing that there

is a lower bound on the values of θ that can be attained for a given lattice.

Exercise 1.3.9 (p. 43): For (1) and (2) generalize the calculations in the proof
of Lemma 1.25. For (3) use the fact that Haar measures on any quotient H\G
are unique up to scalars (if one exists).

Exercise 2.1.1 (p. 52): Study the abelian subalgebra

h =


a11

. . .

add

 ∈ sld(R)


and its eigenspaces (corresponding to h and its roots). Then study a Lie
ideal f C sld(R), which automatically is a sum of eigenspaces.

Exercise 2.1.2 (p. 52): Show that the complexification is isomorphic to

Page: 446 job: VolumeIII macro: svmono.cls date/time: 15-Dec-2016/17:58



447

sld(C)× sld(C),

and that g corresponds to the real subalgebra {(u, u) | u ∈ sl(R)}.
Exercise 2.1.3 (p. 53): Start by showing that Adg(f) ⊆ f for g ∈ G. Then
set g(t) = exp(tu) and compute the derivative at t = 0.

Exercise 2.1.4 (p. 53): Let F / SLd(R) be a non-central normal subgroup,
and let g ∈ F be any non-central element. Consider some v ∈ sld(R)
such that exp(tv) and g do not commute for some t ∈ R. Then γ(t) =
exp(tv)g exp(−tv) defines a smooth curve taking values in F . For a suit-
able t0 the curve γ0(t) = γ(t + t0)γ(t0)−1 takes values in F and has a non-
trivial derivative at t = 0. Now consider conjugates of γ0 to obtain many
such curves whose derivatives form a basis of the Lie algebra of G and apply
the inverse function theorem.

Exercise 2.1.5 (p. 53): Notice that the left and the right action of SL2(R)
on Mat22(R) preserves the quadratic form det on Mat22(R).

Exercise 2.2.1 (p. 56): For (a) consider the space

X =
∏
Γ<Zd;
|Zd/Γ |<∞

Zd/Γ.

For (b) use the spectral theory of Rd (see Lemma 5.8).

Exercise 2.2.2 (p. 56): Show that gtg is symmetric and positive, and so
there is a positive diagonal matrix D with gtg = k2

tDk2; take the positive
diagonal square root a of D and show that gk2

ta−1 = k1 ∈ K is orthogonal.

Exercise 2.3.4 (p. 62): Consider the left regular unitary action on `2(SLd(Qp)/H)
and conclude that H has finite index. Now study H ∩ U for the unipotent
one-parameter subgroups and apply Lemma 1.24.

Exercise 2.3.7 (p. 65): Notice first that if x has an equidistributed orbit,
then so does u−.x for any u− ∈ G−a since these two points have asymptotical
orbits. In the case of x and g.x with g ∈ CG(a) the orbits are not asymptotic
but parallel, but this leads to the same conclusion. Combining these two cases
the statement follows.

Exercise 3.1.1 (p. 83): Write u2
1 − u1u2 − u2

2 = (u1 − ρu2)(u1 + ρ−1u2)

with ρ = 1+
√

5
2 .

Exercise 3.1.4 (p. 84): (1) If w1, . . . , wk is a basis of V , define

v = w1 ∧ · · · ∧ wk ∈
k∧
Rd,

so that LV = StabSLd(v). (2) Apply (1) to the rational subspace V = V g−1
0 .

(3) Either check that the proof of Proposition 3.8 extends to that statement
or apply Exercise 1.1.12.
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Exercise 3.5.1 (p. 120): Show first that the quadratic form Q (or equiva-
lently the symmetric matrix AQ) is up to a scalar multiple uniquely deter-
mined by the orthogonal group. Then use the Borel density theorem to see
that rational equations define the one-dimensional line RAQ in the space of
symmetric matrices.

Exercise 3.6.1 (p. 124): For (b) generalize the reduction theory presented
in Section 1.3. Here the A part in the NAK (or Iwasawa) decomposition
for SL2(R)× SL2(R) comprises the product of the diagonal subgroups of the
two factors. Use the non-trivial unit in Z[

√
D] to find a subset of A that is

infinite in only one of the two directions of A and suffices in the definition of
a Siegel domain for Γ .

Exercise 4.1.1 (p. 131): See Corollary 4.10.

Exercise 4.4.1 (p. 154): Combine Theorem 4.11, and Exercise 3.5.1.

Exercise 4.4.2 (p. 154): Combine Proposition 3.8 with Theorem 4.11.

Exercise 5.1.1 (p. 157): For (a), let

U+ =

{
u+
s =

(
1
s 1

)
| s ∈ R

}
be the expanding horocycle. Set z = u+

s
.x and

aT.z = ueT s.(aT.x) = u+
eT s

g.y
where g ∈ SL2(R) is the displacement of aT.x = g.y and y with d(g, I) < ε.
Show that g = u+

r aδu for some r, δ with |r| � ε, |δ| � ε, u ∈ U with d(u, I)�
ε.

For (b), start for example with two nearby points x, y that are periodic
with different periods and that satisfy the requirements in Figure 5.1. Now
use part (a) infinitely often to find an orbit that (approximately) alternates
between the two periodic orbits in a non-periodic fashion.

Exercise 5.1.2 (p. 158): Write aT.x = g.x for some g ∈ G with d(g, I) 6 ε.
Try to replace x by u+

s
.x and calculate

aT.(u+
s
.x) = u+

eT s
gu+

s
.(u+

s
.x) = g′.(u+

s
.x).

Now choose s close to zero such that

g′ =

(
a′ b′

d′

)
.

Repeat with

ur =

(
1 r

1

)
.

Page: 448 job: VolumeIII macro: svmono.cls date/time: 15-Dec-2016/17:58



449

Exercise 5.1.3 (p. 158): See the hints for Exercise 5.1.1.

Exercise 5.1.4 (p. 158): For (a) notice that G has near the identity a local
coordinate system of the form g = u+u−c with u+ ∈ G+

a , u− ∈ G−a , c ∈
CG(a). If aN.x = g.x we may write g = u+

g u
−
g cg and replace x by x1 =

a−N (u+)−1aN.x. Then

aN.x1 = (u+
g )−1g.x = u−g cga

−Nu+
g a

N︸ ︷︷ ︸
u1

.x1.

Now write g1 = u+
1 u
−
1 c1 and prove the estimate d(u+

1 , I) � ελN for
some λ < 1 that only depends on a. Iterate the construction and show that
the sequence (xn) found converges to y with aN.y = h.y with d(h, I) � ε
and h = u−h ch. Now replace y by z = u−.y for a suitable u− ∈ U− to conclude
the proof.

For (b), show that for sufficiently large N the point a′ ∈ A is generic.
Therefore z = Γg, ga′ = γg for some generic γ ∈ Γ . Show that ΓC(γ) is
closed (and compact), therefore ΓC(γ)g = ΓgA is compact too.

For (c), show that the characteristic polynomial of γ is irreducible over Q
(see also the paper of Shapira and Weiss [?]).

For (d) use Poincaré recurrence to produce points as in (b) or (c).
For (e) additional ideas are needed, particularly if X is not compact.

Exercise 5.2.1 (p. 161): Conjugate again and studymG−a
(B04((anKa−n)B0))

instead.

Exercise 5.2.2 (p. 161): Show that any limit point of the left hand side
defines a G−a -invariant probability measure.

Exercise 5.4.1 (p. 173): For (a) simply iterate Theorem 4.9 for U1, U2, . . .
(using δ, δ2, δ3, . . ., for example). In this case o(1) = 0.

For (b) choose a one-parameter subgroup U ′ < U that does not fix any Λx-
rational subspaces V of covolume < ηdimV . Apply Theorem 4.9 to find
some u′ ∈ U ′ such that u′.x belongs to a compact subset that only depends
on η. Now use the assumption that Fn is a Følner sequence to show that (a)
implies (b).

Exercise 5.4.2 (p. 174): Let µn be the normalized measure on Fn.x induced
by the Haar measure on U = G−a . Suppose µ is a weak∗ limit of a subsequence
of µn. By Exercise 5.4.1(a) µ is a U -invariant probability measure on X. Now
combine Exercise 5.4.1(b) and the argument in the proof of Theorem 5.7.

Exercise 6.6.1 (p. 205): For (1) notice that the orbit xU for U =

{(
I ∗
0 1

)}
is compact for any x ∈ X. For (2) repeat the matrix calculations and the
appropriate argument giving Theorem 6.18. For (3) use Proposition 6.9 if the
measure is not supported on the orbit of the centralizer.
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Exercise 6.7.1 (p. 225): Start as in Exercise 6.6.1 (2) with arguments similar
to the proof of Theorem 6.18 leading in the interesting case to invariance
under the geodesic flow (possibly conjugated). Consider the factor map π :
X → 2 and the conditional measures for the σ-algebra π−1B2 in X. Now
treat the case where these conditional measures are atomic similar to the
arguments in this section.

Exercise 9.1.2 (p. 275): Suppose first that µ is finite and show for the
conditional measures that

dνA
x =

f dµA
x∫

f dµA
x

almost surely.

Exercise 9.2.3 (p. 297): Let BG = π−1(B) ⊆ G, and apply Lemma 9.1 to a
compact set Y ⊆ G and Y ′ = Y ∩BG.

Exercise 9.4.1 (p. 312): It may be helpful to consult a simpler case in [?,
Exercise 2.1.9] or the material in Appendix D.

Exercise 12.6.6 (p. 395): Here is a guide to the problem in a series of steps.

(a) Identify the space W as in the counting problem (up to sign) with

w1 ∧ w2 ∧ · · · ∧ wm,

where w1, w2, . . . , wm form a Z-basis of W ∩ Zd.
(b) Show that

V = {(w1 ∧ w2 ∧ · · · ∧ wm, w1, w2, w1 ∧ w2 ∧ · · · ∧ wm) ∈ R4}

is a single SLd(R)-orbit (if m < d) in the space
∧m Rd ∼= R( dm). In the

case d = 4, m = 2, and

w1 ∧ w2 = (aij = det(πijw1, πijw2 | i < j) ,

the space

V = {(aij | i < j) | a12a34 − a13a24 + a14a23 = 0}

is a hypersurface.
(d) Let H = StabSL4(R)(e1∧w2∧· · ·∧wm), and prove that gH SLd(Z) equidis-

tributes as gH →∞ in SLd(R)/H.
(e) Show that balls in SLd(R)/H ∼= V (R) are well-rounded. To do this, de-

scribe the Haar measure on

L =

{(
et/mIm

e−t/nIn

)(
Im
Y In

)
| t > 0, Y ∈ Matnm(R)

}
,
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notice that L · e1 ∧ e2 · · · ∧ em is an open subset of V , and so the Haar
measure on L needs to coincide with the restriction of the Haar measure
on V to the L-orbit. As the Haar measure on V is smooth and SO(d)(R)-
invariant we conclude that

dmV ∝ f(r) dr dσ,

where σ denotes the natural surface area measure on

SV = {v ∈ V | ‖v‖ = 1}

and we describe V in generalized polar coordinates rv1 with r > 0 and v1 ∈
SV . Comparing mV and mL, calculate f(r) and then integrate.

(f) Combine parts (a)–(e) with Section 12.3 to give the result.

Exercise 11.2.1 (p. 359): For (b) recall the fact that the geodesic flow on
a finite volume quotient of SL2(R) has many invariant measures of positive
entropy.

Exercise 13.1.2 (p. 403): Show that v
(1)
i = vi+1 − vi has (as a polynomial

in i) degree one less in each entry, v
(2)
i = v

(1)
i+1 − v

(1)
i also. Hence v

(d)
0 is a

linear combination of v0, . . . , vd and is a nonzero multiple of ed+1. This shows
that ed+1 is in the linear hull.

Exercise 13.1.3 (p. 403): If ε is sufficiently small, then the determinant
of the matrix obtained from the best approximation wi ∈ W of the basis
vectors vi is close to the determinant of the matrix obtained from vi.

Exercise 13.1.5 (p. 403): Modify the proof of Corollary 13.5 accordingly.

Exercise 13.1.7 (p. 404): Apply Ratner’s measure classification theorem to
the U -ergodic component of such a measure. Show that the resulting subgroup
is normalized by at, and study the various cases.

Exercise 13.2.1 (p. 406): Assume the opposite and use a Lebesgue density
point similar to the proof of Corollary 13.5.

Exercise 14.0.1 (p. 414): Reduce to the case L(x1, x2) = αx1 + x2 with α
irrational.
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Index of Notation

N, natural numbers, 2
N0, non-negative integers, 2
Z, integers, 2
Q, rational numbers, 2
R, real numbers, 2
C, complex numbers, 2
S1, multiplicative circle, 2
T, additive circle, 2
<(·),=(·), real and imaginary parts,

2
O(·), order of growth, 2
o(·), order of growth, 2
∼, similar growth, 2
�, relation between growth in func-

tions, 2
C(X), real-valued continuous func-

tions on X, 2
CC(X), complex-valued continuous

functions on X, 2
Cc(X), compactly supported con-

tinuous functions on X, 2
ArB, difference of two sets, 3
d, quotient space SLd(Z)\ SLd(R),

7
BGr , metric ball in a group, 7
g.·, action x 7→ xg−1 of G on Γ\G,

11
m

(r)
G , right-invariant Haar measure,

12
StabH(x), stabilizer of x under anH-

action, 17
GLd(R), general linear group, 20
SLd(R), special linear group, 20
H, hyperbolic plane, 21
SO(2), orthogonal group, 21
T1H, unit tangent bundle, 22
D, derivative, 22

m
(l)
G , left Haar measure, 23
∝, proportionality, 23
2, the space SL2(Z)\ SL2(R), 24
(Λ), co-volume of lattice Λ, 29

(Λ), height of the lattice Λ, 33
Matd, d× d matrices, 38
Eij , elementary matrix, 38
Ad, adjoint representation of a Lie

group, 47
[·, ·], Lie bracket, 47
adu, map defined by adu(v) = [u, v],

48
(g), algebra of endomorphisms of

a Lie algebra, 48
G+, product of the non-compact

almost direct factors G,
52

CG, center of G, 57
π(t exp(v))w = w, v in a Lie alge-

bra acting unitarily via π
on a Hilbert space fixes a
vector w, 59

SO(Q), special orthogonal group
of Q, 73

SO(p, q), special orthogonal group
of signature (p, q), 77

degP , signed degree, 80
K[SLd], ring of regular functions

on SLd with coefficients
in K, 81

K|Q, restriction of scalars, 89
Gm, multiplicative group, 89
gss, semi-simple matrix, 114
gu, unipotent matrix, 114
gpos, positive semi-simple matrix,

114
gcomp, compact semi-simple ma-

trix, 114
∧, alternating tensor product, 131
M (X), space of Borel probability

measures on X, 189
, Grassmannian, 189
G, algebraic group, 250
d, p, p-adic extension of d, 252
d,AQ, adelic extension of d, 252
∝, proportionality, 268
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G, group extended by an auxiliary
space, 277

X, homogeneous space extended by
an auxiliary space, 277

Vx, shape of an atom, 296
NG(H), normalizer of H in G, 300
CG(H), centralizer of H in G, 300
G−a , horospherical subgroup, 301
OS , order in a number field lo-

calized at finitely many
places, 302

Af , finite product of p-adic fields,
305

volUµ (a)(x), entropy contribution of U
at x, 310

hµ(a, U), entropy contribution of
U , 312

Afn(x), ergodic average of f of length n
at x, 315

∂δ(B), δ-boundary of B, 320
Vn,x, shape of an atom, 325
RA , equivalence relation associated

to σ-algebra A , 329
N(R), number of integral points in

disk of radius R, 357
BA, badly approximable, 394
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General Index

adele, 249, 307
describes solenoid, 307
group structure, 254
rational, 254
topology, 257

adelic
cover of d, 256
extension, 252
Mahler compactness criterion,

257, 413
moduli space, 252
quotient, 253

adjoint, 312
representation, 47, 48, 180

Ad
unipotent, 55

Ad
diagonalizable, 66
normalized, 349
unipotent, 57

Ado’s theorem, 50, 84
affine

space, 107
symmetric space, 363, 377
variety, 78, 109
K-point, 80
K-regular function, 80
Nullstellensatz, 78
regular function, 78

algebraic
group, 108

anisotropic torus, 233
isogeny, 240
K-character, 227
lattice, 237
reductive, 226
semi-simple, 226
split torus, 233
torus, 226
unipotent, 226
unipotent radical, 226

integer, 87

lattice, 243
number field

adele, 307
diagonal embedding, 302
order, 302
place, 302
type, 93

orbit closure, 174
representation, 81, 112
torus, 89, 226, 227, 233

almost
algebraic, 245
direct factor, 52
direct product, 226, 227, 242–

244
alternating tensor product, 131
amenable, 403

group, 227, 403
anisotropic, 233

torus, 156, 233
anisotropic over Q, 75, 89
annihilator, 302
Anosov

closing, 155, 156, 439
shadowing, 155, 156

arithmeticity, 125, 223
atom, 267, 271–273, 277, 283, 295

as orbit, 292
cosets, 274
leaves, 273
plaques, 317
shape, 328

Auslander ideal, 63, 64, 69, 71

badly approximable
number, 399
vector, 394, 396

bounded orbit, 395
Hausdorff dimension, 396

Bauer simplex, 414
Besicovitch covering lemma, 136
Borel
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density theorem, 73, 116, 151,
177, 191, 228, 243, 260,
438

fundamental domain, 419
Harish-Chandra theorem, 236
isomorphism, 274

(C,α)-good, 133
Cantor set, 253
Cartan

decomposition, 1, 54
subgroup, 25, 54, 403

weight, 403
center, 51, 52, 68

infinite, 53
centralizer, 57, 300
character

K-character, 227
modular, 12

Chevalley
representation, 115
theorem, 112

circle, 2
closing

Anosov, 155, 156, 439
co-compact

lattice, 253
co-compact lattice, 15
commensurable, 242, 405

lattice, 122
commutator

series, 49
compact

factor, 243
complete

flag, 139, 141, 144, 146
conditional

measure, 164, 186, 265, 266
compatibility condition, 268
locally finite measure, 267

congruence, 76
quotient, 256, 257

connected, 39
group, 21
Lie group, 43, 251
simply, 48

convex combination, 211
coordinate system

local, 157
core, 243
countably equivalent, 271
covering

lemma, 136, 139
Besicovitch, 136
intervals, 136

space, adelic, 256
co-volume, 28, 29, 130, 132, 136,

168, 170, 171, 256, 357,
405

cross-section, 280, 295, 317, 419
existence, 280
strengthening, 295

cusp, 33, 126, 130, 160
horospherical invariant mea-

sure, 159
cyclic

vector, 67

Dani
conjecture, 173
correspondence, 387, 388, 392,

395, 396
defined over F, 105
δ-boundary of a set, 320
dense, 183

orbit, 27
projection of irreducible lat-

tice, 120
subgroup, 259, 260
trajectory, 25, 27
Zariski, 96, 98, 100, 102, 110,

117, 121, 234, 243
diagonal

embedded element, 252
embedding, 123, 302, 303
subgroup, 24, 344, 347, 350,

438
Diophantine

approximation
inheritance, 390
simultaneous, 387
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Dirichlet
domain, 405
domain, region, 405
improvable, 388
λ-improvable, 388
principle, 387
unit theorem, 87, 92, 247, 307

discrete
subgroup, 7

fundamental domain, 9, 11
induced metric, 8
lattice, 12

discriminant, 95
divergent

geodesic trajectory, 25
trajectory, 28, 75

division with remainder, 99, 404,
405

domain
Borel, 419
Dirichlet, 405
fundamental, 9, 11, 12, 18, 22,

28, 419
existence, 10
Mal′cev basis, 84

principal ideal, 96, 435
Siegel, 35, 37, 438
unique factorization, 101

double-dipping, 216

effective
Gauss circle problem, 360

embedded, 18
Engel’s theorem, 50, 84, 151
entropy

as volume growth, 310
contribution, 310, 312
high, 346
Kolmogorov–Sinăı theorem (The-

orem ??), 319
maximal, 346

equidistribution, 357
counting problems, 357
Gauss circle problem, 357
of large circle, 361

equivalence relation, 329

ergodic
average, 315
decomposition, 163, 315
horocycle, 154
strongly, 411
unique, 313

ergodicity
restricts to some hyperplane,

163
escape of mass, 125
exponential map, 114, 339

absence in positive character-
istic, 259

extending scalars, 88

F-closed, 105
fiber measure, 268
field

extension, 106
finite measure

conditional measures, 265
first countable, 415
flag, 135

complete, 139, 141, 144, 146
partial, 142

flower, 276, 281, 288, 294, 317
folding, 14, 421
foliation, 303

into orbits, 273
leaf, 303
leaves, 273

folklore, 95
Følner sequence, 159, 166, 169, 170,

188
Fubini, 41
Fubini’s theorem, 41, 363

folding and unfolding, 421
fundamental domain, 9, 11, 12, 18,

22, 28
existence, 10
Mal′cev basis, 84
on the upper half-plane, 22

Furstenberg question, 343

Galois
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action, 177
automorphism, 106, 107, 109,

225, 234, 243
conjugate, 123
embedding, 93, 94, 235, 302
extension, 106
group, 242
image, 230

Gauss
circle problem

effective, 360
Gauss–Bonnet formula, 383
generalized polar coordinates, 441
generic

point, 153, 178
uniformly, 180, 194

geodesic
compact trajectory, 25
divergent trajectory, 25
flow, 110

horospherical subgroup, 26
global field, 259

completion, 409
uniformizer, 259

Gram–Schmidt procedure, 35–37,
43

Grassmannian, 189
group

action, 7
ergodic, 45
Mautner phenomenon, 53
measure-preserving, 45
spectral property, 45
unitary, 45

algebraic
anisotropic torus, 233
K-character, 227
split torus, 233

amenable, 227, 403
center, 57
commutator series, 49
Følner sequence, 159
lower central series, 49
matrix, 56
nilpotent, 49

of signs, 92
one-parameter, 173
orbit, 7
semi-simple, 54
solvable, 49
topological, 415
unipotent, 84

Haar measure, 11, 20
decomposition, 38
fundamental domain, 12
homogeneous space, 14
hyperbolic area, 23
in coordinates, 23
Iwasawa decomposition, 38
modular character, 12
on homogeneous space, 11
quotient space, 14
unimodular, 12
volume of an orbit, 17

Hausdorff
distance, 389
space, 307
topology, 96, 106, 111, 112

Hausdorff dimension, 396
height

of a lattice, 33
Heisenberg group, 231
high entropy method, 346
(H,L)-measure, 293
homogeneous

measure, 173
orbit closure, 174

horocycle
ergodic, 154
flow, 110

compact trajectory, 27
non-escape of mass, 126, 129
topological non-divergence,

125
uniquely ergodic, 154
vanishing entropy, 311

joining, 210
minimal, 154
periodic orbit, 174
stable, 26
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uniquely ergodic, 154
horosphere, 207
horospherical

stable subgroup, 304
subalgebra

stable, unstable, 63
subgroup, 26, 156, 203

abelian, 167
opposite, 208
stable, 303

unstable subgroup, 304
Howe–Moore theorem, 53

semi-simple, 54
H-plaque, 275
H-subordinate σ-algebra

flower, 276
H-trivial measure, 292
hyperbolic

partially, 153
plane, 21

hypersurface, 97, 101, 440

ideal
class, 93
equivalent, 93
radical, 79

implicit function theorem, 124
incommensurable, 405
inheritance

Diophantine approximation, 390
injectivity radius, 8, 9, 334
invariant

measure, 12, 14
characterized using leafwise

measure, 297
on SL3(R), 222
one-parameter subgroup, 222
unique ergodicity, 313

metric, 17
vectors (almost), 411

irreducible
lattice, 243

isogeny, 240
isomorphic

locally, 48

isomorphism
Borel, 274
finitary, 307
measurable, 307
polynomial, 349
topological group, 249, 307

Iwasawa decomposition, 35, 38, 43

Jacobi identity, 48, 63, 64
Jacobian, 381
Jacobson–Morozov theorem, 1, 65
joining, 210
Jordan

decomposition, 114, 115
representations, 115
subgroups, 115

normal form, 60, 304
Jordan measurable, 373

Každan’s property (T), 411, 412
and finitely generated groups,

412
and strong ergodicity, 413
characterized in terms of ge-

ometry of invariant mea-
sures, 414

K-character
algebraic group, 227

Killing form, 241
Kolmogorov–Sinăı theorem (The-

orem ??), 319
K-point

affine variety, 80
K-regular function, 80

lattice, 12, 247, 253
algebraic, 243
co-compact, 15, 253
commensurable, 122
free group, 242
height function, 33
irreducible, 243
Minkowski’s first theorem, 29
moduli space, 29
reducible, 242
uniform, 15, 237, 247
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finitely generated, 21
unimodular, 29, 252

leaf, 326
foliation, 303

leafwise
foliation, 273
measure, 265, 271

entropy, 300
growth rate, 289
invariance, 297
Lusin theorem, 291
product structure, 345
recurrence, 293
stable manifold, 303
toral automorphism, 272
transience, 296
trivial, 292

leaves, 273
stable, 265

Lebesgue
measure, 20

level, 256
Levi

factor, 71
Levi decomposition, 1, 51, 67, 69,

226, 229, 236
for Lie groups, 225

Lie
algebra, 108, 282

abelian, 49
classification, 177
complex, 48
complexification, 50
connected, 51
Levi decomposition, 51
linear, 50
nilpotent, 49, 85
radical, 50
semi-simple, 50, 226
simple but complexification

not simple, 52
simply connected, 51
solvable, 49

bracket, 47

complexified, 50
Jacobi identity, 48

group, 281
almost direct factor, 52
Cartan decomposition, 54
connected, 251
p-adic, 292
semi-simple, 51, 54, 225
simple, 51
simply connected, 48
solvable, 225
solvable radical, 225
torus, 226
unipotent radical, 226
universal cover, 53

ideal, 49, 64, 315
subalgebra

algebraic, 245
subgroup

almost algebraic, 245
theorem, 50

linear
algebraic group

examples, 110
algebraic group, 108, 109

almost simple, 242
simple, 242
smooth points, 108
strong approximation, 260

Lie algebra, 50
Lipschitz

equivalent, 321
locally, 339
property, 332

local
coordinate system, 157, 369,

370
diffeomorphism, 282
field, 259, 322
ring, 104, 105, 409

localization, 104
localize, 409
locally

compact abelian group
spectral theory, 162
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finite measure, 265, 267, 271–
273, 280, 300

conditional measures, 267,
268

fiber, 274
growth rate, 289
H-transient, 297
leafwise, 274
left-invariant, 273
Radon measure, 307
recurrent, 293
right-invariant, 299

homogeneous space, 7, 9
isomorphic, 48, 401

logarithm map, 114, 339
absence in positive character-

istic, 259
bi-Lipschitz, 332
polynomial, 151
polynomial inverse, 85

lower central series, 49, 85
Lusin

set, 347
theorem, 216, 291, 345

for leafwise measures, 291

Mahler compactness criterion, 33,
75, 234, 235, 257, 395

adelic, 257, 413
Mal′cev basis

fundamental domain, 84
Mal′cev basis, 84
Margulis

arithmeticity theorem, 223
conjecture, 344

Margulis–Dani–Kleinbock
non-divergence, 161

matrix
coefficients

vanishing, 53, 54
group, 56
R-diagonal, 57
unipotent, 57

Mautner
ideal, 62

phenomenon, 53, 56, 148, 150,
194

Auslander ideal, 63, 64
for SL2(R), 57

Mautner phenomenon, 193
measurable

Jordan, 373
measure

algebraic, 173, 193
fiber, 268
finite

conditional measures, 265
Haar, 20
(H,L)-aligned, 293
H-trivial, 292
leafwise, 265, 271

growth rate, 289
trivial, 292

locally finite, 265, 271
Radon, 307
restriction, 266
rigidity, 343

torus action, 343
space
σ-finite, 306

method of summation, 14
metric

Riemannian, 321
minimal, 154
Minkowski

first theorem, 29
mixing

argument, 369
modular

character, function, 12
moduli space

finite volume, 35
of lattices, 29

monotone
functions differentiable almost

everywhere, 320

NAK decomposition, 247
NAK-decomposition, 35

SL2(R), 23
Nakayama’s lemma, 105
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nearly disjoint, 136
neighborhood

basis, 415
countable, 415

nilmanifold, 184
nilpotent, 49, 65

degree, 185
group, 49
Lie algebra, 49

Noetherian, 101
non-containment, 140
non-divergence, 125, 217

Margulis–Dani–Kleinbock, 161
quantitative, 142, 390
topological, 125
unipotent orbit, 125

non-escape of mass
horocycle flow, 126, 129
polynomial orbit, 130
unipotent subgroup, 147

norm form, 89
normalizer, 300
Nullstellensatz, 78, 103

one-parameter subgroup, 153, 162,
165, 166, 168, 184, 193,
197, 222, 223, 350, 439

unbounded, 153
unipotent, 148, 171, 173–175,

180
open

Zariski, 100
Oppenheim

conjecture, 399
badly approximable, 399

orbifold, 24
orbit, 16

finite volume implies closed,
17

orbit closure
algebraic, 174
homogeneous, 174

order, 28, 87, 302
orthogonal

group
Zariski connected, 237

p-adic
Lie group, 292

parallelepiped, 31
partial flag, 142–144, 146
partially hyperbolic, 153
partition

of unity, 297
perfect set, 19
pigeonhole principle, 387, 396
place, 302

above, 302
Archimedean, 302
non-Archimedean, 302

plaque, 287
Poincaré, 14

recurrence, 1, 14, 313, 326, 334
polynomial

isomorphism, 349
like, 133
orbit, 130

non-escape of mass, 130
Poulsen simplex, 414
principal

ideal domain, 435
principal ideal domain, 96
product

structure
leafwise measure, 345

projective limit, 253, 256
proper, 268

map, 28, 402
metric, 272

property (T)
also seeKaždan’s property (T),

412
protecting intervals, 127, 135
protection from a flag, 135, 138,

139
p-semi-simple, 347
pseudometric, 417
push-forward, 272, 277

quadratic
form, 399
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basic theory, 76
indefinite, 76
irrational, rational, 399
non-degenerate, 76
positive-definite, 76
rational, 73
signature, 77, 401

unit, 28
quantitative

non-divergence, 142, 390
quantitative non-divergence, 125
quotient

finite volume, 12

radical, 79
of a Lie algebra, 50

Radon measure, 307, 320
Raghunathan

conjecture, 174, 400
rational

adele, 254
quadratic form, 73
reasons, 130

Ratner
equidistribution theorem, 174
measure classification, 173, 193
theorem, 173

unipotent dynamics, 173
real

Lie group
logarithm map, 332
Riemannian metric, 332

recurrence, 293
reduction theory, 41
reductive

algebraic group, 226
regular

function, 78
representation

algebraic, 81, 112
irreducible, 226
semi-simple, 226

restricted
direct product, 249
S-algebraic group, 250

product, 250, 322

restriction, 266
of scalars, 89, 229

return time, 294
Riemann zeta function, 360
Riemannian

metric, 251, 321
real Lie group, 332

right action, 273
rigidity

measure
torus action, 343

Rudolph–Johnson theorem, 344

S-algebraic group, 249, 250, 281
Schmidt

game, 396
semi-simple

Lie algebra, 50
Lie group, 51, 225

shadowing
Anosov, 155, 156

shape, 327, 328
Siegel

domain, 35, 37, 438
surjective, 37

Siegel transform, 42
σ-algebra

countably equivalent, 271
σ-algebra

subordinate, 275
σ-compact, 306
σ-compact

group, 272
metric space, 267

σ-finite, 306
signature, 124

quadratic form, 77, 401
simple

Lie group, 51
simplex

Bauer, 414
Poulsen, 414

singular
vector, 393

sl2-triple, 65
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smooth
point, 98
point on a variety, 97, 102, 409
variety, 98

Sobolev
norm, 360

solenoid, 254, 272, 302
adelic description, 307

solvable
group, 49
Lie algebra, 49
Lie group, 225
radical, 225

spectral
property, 45
theory, 162

spherical co-ordinates, 373
split

torus, 233
stabilizer subgroup, 17
stable

horospherical
subalgebra, 63
subgroup, 303, 304
vanishing entropy, 311

manifold, 301, 303, 306
strong

approximation, 255, 260
subconvexity of L-functions, 95
subordinate σ-algebra, 275, 319
supporting subgroup, 347
Sylvester inertia theorem, 401

thin boundary, 320
partition, 320

topological
group, 415

metrizable, 415
topology

Zariski, 96
closure, 105

torus, 25, 226
algebraic, 89, 226, 227, 233
anisotropic, 156, 233

total derivative, 373
transcendence degree, 96

transform
Siegel, 42

transience
leafwise measure, 296

transversal, 378
transverse, 336
tubular neighborhood, 371
type

algebraic number field, 93

unfolding, 14, 421
uniform

lattice, 15, 247
finitely generated, 21

uniformizer, 259
uniformly

discrete, 33
generic, 180, 194, 204
open, 27

unimodular, 12, 38, 289
lattice, 29, 252

unipotent
algebraic group, 226
dynamics, 343
flow, 174

vanishing entropy, 311
group, 84
one-parameter subgroup, 173
orbit

no escape of mass, 125
non-divergence, 125

radical, 226
subgroup, 147

unique
ergodicity, 313

horocycle, 154
factorization domain, 101

unit, 28, 303
unitary

representation, 53, 411
unstable

horospherical
subalgebra, 63

horospherical subgroup, 304
upper half-plane, 21
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variety, 96
affine, 78, 109
K-point, 80
K-regular function, 80

connected component, 100
connected, irreducible, 96
dimension, 96
hypersurface, 97
regular function, 96
smooth, 98
smooth point, 97, 102, 409
tangent space, 97
transcendence degree, 96

volume
cusp, 34
finite, 12, 15
form, 358
measure, 18
moduli space, 35
of an orbit, 17, 18, 73, 95, 116,

119
parallelepiped, 31
quotient, 12

wedge
power, 113
product representation, 115

wedge product, 113
weight, 289, 403

lattice, 260
well-approximable

almost everywhere property,
396

equidistribution, 396
vector, 394

unbounded orbit, 395
well-rounded, 374
well-roundedness, 372

Zariski
closed, 96
closure, 105, 117, 243, 245, 246

group, 113
connected, 96, 229, 237, 241
connected algebraic group, 110,

225, 228
connected component, 108
connected components, 100
dense, 85, 96, 98, 100, 102,

110, 117, 121, 234, 243
dense and open, 98, 102
K-closed, 96
open, 99, 100
simply connected algebraic group,

255
topology, 96

connection to usual topol-
ogy, 112

over Qp, 112
relation to usual topology,

96
smooth points, 98
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