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5.1. Operator norm

(a) Let (-,-) be the the Euclidean scalar product on R™ and |-| the Euclidean norm.
We choose the standard basis and represent A € L(R",R™) by a matrix which we
denote also by A. Let AT be the transposed matrix. From the definition follows that
1AI* = sup{|Az|* | = € R", |a|* = 1},
|Az|* = (Az, Az) = (Az)T(Az) = 2T AT Az = (x, ATAz).
Recall that ATA is a symmetric matrix and therefore diagonalizable by an orthonormal
basis of eigenvectors ey, ..., e, with real eigenvalues A\ < Xy < ... < \,. Let z € R”

with \:1:|2 = 1 be given. Then there exist x1,...,z, € Rsuch that z = zie; +...+x,e,
and 22 4+ ...+ 22 = 1. From

(x, ATAz) = <x,ATAixiei> = < sz)\ ez> = zn:)\zxf < )\nzn:xf =\,
i=1 i=1 i=1

we conclude [|A]|* < A,. Since (e,, ATAe,) = (e, Anen) = An, we have ||A]|* = \,.

(b) Since A and B are assumed to be symmetric, we have ATA = A? and BTB = B
In the basis B respectively B’ we see that (2017)% is the largest eigenvalue of AZ
respectively B2 Using (a), we have ||A|| = 2017 = || B||. Since |By| < || B]|||y| for all
y € R™ and in particular for y = Az, we have

|BA|| = sup|BAz| < sup||B|[|Az| = || B|| sup|Az| = || B|[[|A]| < (2017)*.

|z|=1 |z|=1 |z|=1

To conclude, we notice that (2017)? < (2100)2? = 212 - 10* = 441 - 10%.

5.2. Volterra equation

Let (X,]|lyx) = (CO([O, 1]), ||-||CO([0,1])>. Since the function k is continuous in both
variables, the integral operator T': X — X given by

t
(TH)(E) = [ kit )f(5) ds
is well-defined. We claim that for every n € N and every f € X and ¢ € [0, 1],

mn tn n
(T ) ()] < aHkHCO([O,l]x[O,I])||f||X‘

We prove the claim by induction. For n = 1 we have

@RS [ 1)) ds < dblogo e 1
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Suppose the claim is true for some n € N. Then,
t
(AL [ k(T ) (s)]ds
tn+1

]' n+1 t n _ n+1
< WIS s ds = (g IRIEE L

which proves the claim. Since 0 <t < 1, the claim implies

rr = lim ||T”||% < lim w = 0.

From rr = 0 we conclude that the operator (1 +7) = (1 — (=T7)) is invertible with
bounded inverse (Satz 2.2.7). The solution to the Volterra equation f + T f = g is
then given by f = (1+7T) 'g.

5.3. Right shift operator

(a) Let x € (. By definition of S and the ¢*norm ||Sz||. = ||z, which implies
IIS|| = 1. Being linear and bounded, the map S is continuous.

(b) Suppose T = (Z,,)nen € ¢* satisfies Sx = Az for some A € R. Then
(0,1, 29,...) = (Ax1, Awo, Ax3. . .).

If A =0, then z = 0 is immediate. If X\ £ 0, then x = 0 follows via
O=Ar1 = 0=z1=Xy = 0=29=A235 = ...

We conclude that S does not have eigenvalues. The spectral radius of S is
rs = lim 57| = 1

since ||S™|| = 1 follows for every n € N from [|S™z||,» = ||z|/,» as in (a).

(c) We define T': (2 — (% to be the left shift map T: (zy,29,...) = (29, 23,...).
Then, To S =id and S o T # id. Indeed,

(TO S)(Cﬁl,xm .. ) = T(O,iCl,.TQ, .. ) = (l’l,l'g, .. .),
(SoT)(x1,x2,...) = S(xa,x3,...) = (0,22, 23,...).

5.4. Closed subspaces

Since the subspace V' C X is closed in both statements (a) and (b), the canonical
quotient map w: X — X/V is continuous (Satz 2.3.1).

(a) dim7(U) < dimU < oo implies that 7(U) C X/V is closed (Satz 2.1.3). Since 7
is continuous, 7 1(7(U)) = U +V C X is also closed.

(b) Since dim7(U) < dim(X/V') < oo, we can argue the same way as in (a).
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5.5. Vanishing boundary values
Let X = C°([0,1]) and U = CJ([0,1]) := {f € C°([0,1]) | £(O

0=f1)}

)
(a) Let (fn)nen be a sequence in U which converges to f in (X |-l ). Then, since
fn(0) =0 = f,(1), we can colclude f(0) =0 = f(1), i.e. f € U by passing to the
limit n — oo in the following inequalities.

[fO)] = [/n(0) = F(O)] < sup [fu(2) = f(2)| = I/n = flIx,

z€[0,1]

)] = [fa(1) = FD] < sup |fulz) = f(2)] = 1o = fllx-

z€[0,1]

(b) Let uj,us € X be given by uy(t) = 1 —t and us(t) = t. We claim that the
equivalence classes [u1], [us] € X/U form a basis for X/U.

1+
U9

f € [u]

0 1
Figure 1: The functions uy,us € X and some f € [uy].

To prove linear independence, let A\;, Ay € R such that A\i[u1] + Aafus] = 0 € X/U
which means Aju; + A\us € U. This implies by definition

)\1 = )\1U1(0) + )\2'&2(0) =0= )\1U1(1) + )\2U2(1) == )\2-

To show that [u;] and [us] span X /U, let [h] € X/U with representative h € X. By
evaluation at t = 0 and t = 1, we conclude

(t = h(t) = h(0)ur () — h(1)ua(t)) € U.

This implies [h] = h(0)[u1] + h(1)[us] in X /U which proves the claim.

Remark. The components of [h] in this basis are unique since every representative
h € [h] must have the same boundary values h(0) = h(0) and h(1) = h(1).
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5.6. Topological complement

(a) Suppose, U C X is topologically complemented by V' C X. Then, I: UxV — X
with (u,v) — w4+ v is an continuous isomorphism with continuous inverse. We define
P:UxV =UxYV, P:=IoPol!' X — X.
(u, v) = (u,0)
P, is linear, bounded since || P (u, v)|| ;7. = lJully < [[(w, )]« and hence continuous.
As composition of linear continuous maps, P is linear and continuous. Moreover,

POP:([oploj_l)o(loplo[_l):[OP10P1O[_1:[OP101_1:P7
P(X)=1(U x{0}) =

Conversely, suppose U C X allows a continuous linear map P: X — X with PoP = P
and P(X)="U. Let V :=ker(P). Then

Po(l1-P)=P—-P=0 = (1—-P)(X) Cker(P)=V. (1)
In fact, (1 — P)(X) =V since given v € V' we have v = (1 — P)v. Analogously,
(1-P)oP=P—-P=0 = U= P(X) Cker(l - P). (2)
In fact, U = ker(1 — P) since © — Px = 0 implies x = Px € U. The claim is, that
I'UxV =X

(u,v) —u+v

is continuous and has a continuous inverse. Continuity of I follows directly from

1w, w) =+ vl < ully + ol = 10 o)l .y
By the assumptions on P, especially (1), the map

O X —>UxV

— (P:L‘, (1-— P)x)

is well-defined and continuous. Since Pu = u for all u € U by (2) we have

(Pol)(u,v) =P(u+v) = (Pu+Pv,u — Pu+v— PU) = (u,v).

(I o ®)(z) =I(Pz,(l1 — P)x) =Pr+ (1 - P)z ==z,

which implies that ® is inverse to I. Consequently, U is topologically complemented.

(b) If U C X is topologically complemented, then (a) implies existence of a continuous
map P: X — X with ker(1 — P) = U. Thus, U must be closed as the kernel of the
continuous map 1 — P.

Remark. If X is not isomorphic to a Hilbert space, then X has closed subspaces which
are not topologically complemented [Lindenstrauss & Tzafriri. On the complemented
subspaces problem. (1971)]. An example is ¢y C ¢*° but this is not easy to prove.
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5.7. Continuity of bilinear maps
(a) Let ((zx,yr))ren be a sequence in X X Y converging to (z,y) in (X XY, ||| xxy)-
By definition,

o = @llx + lye — ylly = (@x — 2,90 = Wllx gy = 1@k u) = (@9l xwy

which yields convergence xp — x in X and y, — y in Y. Since B: X xY — Z is
bilinear, we have

| B(zr, yx) — B2, )|, = [|1B(xr, yr) — B2, yx) + Bz, yx) — Bz, )]l 4
= [|B(xr — 2, yx) — B(x,yr — )|l
S |B(we — z,90)ll , + | Bz, yr — y)ll -

Using the assumption ||B(z,v)|, < Cllz| «|lylly and the fact, that convergence of

(yr)ken in (Y, ||-|ly-) implies that ||yx||y is bounded uniformly for all £ € N, we conclude

k—o0

1Bk, yi) = B(x,y)ll; < Clle — el xllywlly + Clizllxlly = velly, == 0.

(b) Let B} CY be the unit ball around the origin in (Y, [|-||y,). For every x € X we
have by assumption

sup || B(z,y)ll; < sup 1Y Iy 1B, )Mlpvzy < N1B@, )l vz < 00,
y'€BY y'€BY

which means that the maps (B(-,y'))yepr € L(X, Z) are pointwise bounded. Since
X is assumed to be complete, the Theorem of Banach-Steinhaus implies that
(B(+y'))yepy € L(X, Z) are uniformly bounded, i.e.

C := sup HB(ay/)HL(X,Z) < 0.

y' €BY

From that we conclude

|B(z,y)|, = HyHyHBGC’ HyyHY)

Z

< Cllzlly lylly -
L(X,Z)

< Iyl B (- )

ylly
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