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Solution 3.1 Let C be a class of processes. We write X P Cloc if there exists a sequence pτnq of
stopping times with τn Ò 8 such that for each n the stopped process Xτn is in C.

(a) Every good integrator is a locally good integrator; choose a localizing sequence τn ” 8. For
the converse, let pτnq be a localizing sequence for X and choose n such that P pτn ď tq ă ε{2.
Then, for pHkq Ă S such that ||Hk||8 Ñ 0, for any K ą 0, we have

P p|JXpH
kqt| ą Kq ď P p|JXτn pH

kqt| ą Kq ` P pτn ď tq

ď P p|JXτn pH
kqt| ą Kq ` ε{2 ă ε

for k sufficiently large, since Xτn is a good integrator.

(b) Since EY1 “ 1 ‰ EY0 “ 0, the process Y is not a martingale. To show that it is a local
martingale, choose τn “ inftt ě 0 : |Yt| ě nu ^ n, n ě 1. Let s ă t ă 1 and A P Fs. We have

Er1ApY
τn
t ´ Y τns qs “ Er1ApYpτn^tq_s ´ Ysqs.

By the optional stopping theorem, pY τnt qtě0 is a uniformly bounded martingale on t ă 1.
Moreover, Y τn is continuous at t “ 1, and constant on t ě 1. Therefore, pY τnt qtě0 is
martingale, for every n ě 1. This shows that Y is a local martingale.

Solution 3.2

(a) The family of càglàd functions Lpr0, 1sq equipped with the uniform norm is a Banach space.
For y P Lpr0, 1sq, let

Tnpyq :“
ÿ

tn
k
,tn
k`1Pπ

n

yptnk qpxpt
n
k`1q ´ xpt

n
k qq.

For each n, we find y P Lpr0, 1sq such that yptnk q “ sign
´

xptnk`1q ´ xpt
n
k q

¯

and ||y||8 “ 1. For
such y we have

Tnpyq “
ÿ

tn
k
,tn
k`1Pπ

n

|xptnk`1q ´ xpt
n
k q|.

Therefore
||Tn|| ě

ÿ

tn
k
,tn
k`1Pπ

n

|xptnk`1q ´ xpt
n
k q|,

for each n, and
sup
n
||Tn|| ě the total variation of x.

On the other hand, for each y P Lpr0, 1sq, limnÑ8 Tnpyq exists and therefore supn |Tnpyq| ă 8.
By Banach-Steinhaus theorem, we have supn ||Tn|| ă 8, and the total variation of x is finite.

(b) Recall that a sequence of partitions tending to identity consist collections of stopping times
Πn :“ t0 “ τn0 ă ¨ ¨ ¨ ă τnk ă 8 such that supk |τnk`1 ´ τ

n
k | Ñ 0 and supk τnk Ñ8 as nÑ8u.

For such Πn and Z P L, denote

ZΠn :“
ÿ

τn
k
,τn
k`1PΠn

Zτn
k
1sτn

k
,τn
k`1s

.
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Since S is an u.c.p. dense subset of L and Y P L, we find a sequence pY mq of bounded simple
processes such that Y m u.c.p.

Ñ Y . We have

ppY ´ Y Πnq ‚Xq “ ppY ´ Y mq ‚Xq ` ppY m ´ pY mqΠ
n

q ‚Xq ` pppY mqΠ
n

´ Y Πnq ‚Xq.

Since dppY mqΠn , Y Πnq ď dpY m, Y q for all n, by the continuity of Y ÞÑ pY ‚ Xq, we have
ppY m ´ Y q ‚Xq

u.c.p.
Ñ 0 and pppY mqΠn ´ Y Πnq ‚Xq

u.c.p.
Ñ 0 uniformly in n as mÑ8. For, m

and ω fixed, let

Y ms pωq “ Y m0 pωq `
M
ÿ

i“1
Yσipωq1sσipωq,σi`1pωqspsq.

Then

pY mqΠ
n

s pωq :“ Y m0 pωq `
k
ÿ

j“1
Y mτn

j
pωq1sτnj pωq,τnj`1pωqs

psq

and denote tni pωq :“ inftτnk pωq : τnk pωq ą σipωqu for each i “ 1, . . . ,M . We have

sup
sďt

|ppY m ´ pY mqΠ
n

q ‚Xqspωq| ď
M
ÿ

i“1
|Yσi`1pωqpωq ´ Yσipωqpωq| sup

σipωqăsďtni pωq

|Xspωq|.

By the right-continuity of Xpωq and the fact that Y m is bounded simple, for any t ą 0, we
have

sup
sďt

|ppY m ´ pY mqΠ
n

q ‚Xqs|pωq Ñ 0 as nÑ8

since the mesh supk |τnk`1pωq ´ τnk pωq| and consequently supi |tni pωq ´ σipωq| tends to zero
when nÑ8. In particular, for any m, we have

ppY m ´ pY mqΠ
n

q ‚Xq
u.c.p.
Ñ 0

as nÑ8.

Solution 3.3 For a process Z with dynamics dZ “ Z´dX, the continuous part of the quadratic
variation satisfies drZ,Zsc “ Z´drX,Xs

c and the jumps are ∆Z “ Z´∆X. By Itô’s formula,

d logpZq “ Z´1
´ dZ ´

1
2Z

´2
´ drZ,Zsc ` p∆ logpZq ´ Z´1

´ ∆Zq

“ dX ´
1
2drX,Xs

c ` plogp1`∆Xq ´∆Xq,
(1)

where we did use the identity

∆ logpZq “ logp1` Z´1
´ ∆Zq “ logp1`∆Xq.

Integrating (1) gives

logpZtq “ Xt ´X0 ´
1
2 rX,Xs

c
t `

ÿ

sďt

`

logp1`∆Xsq ´∆Xs

˘

.

Exponenting gives

Zt “ exp
ˆ

Xt ´
1
2 rX,Xst

˙

Πsďtp1`∆Xsq exp
ˆ

´∆Xs `
1
2 p∆Xsq

2
˙

with Z0 “ 1 as claimed.

Solution 3.4
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1 import numpy
2 import matplotlib.pyplot as plt
3

4 from poisson import poisson
5

6

7 def main():
8

9 # The Poisson process parameter.

10 intensity = 1000

11 # Total time.

12 T = 1.0

13 # Number of steps.

14 N = 10000

15 # Time step size

16 dt = T/N

17 # Number of realizations to generate.

18 m = 5

19 # Create an empty array to store the realizations.

20 x = numpy.empty((m,N+1))

21 # Initial values of x.

22 x[:, 0] = 0

23

24 poisson(x[:,0], N, dt, intensity , compensated=True, out=x[:,1:])

25

26 t = numpy.linspace(0.0, N∗dt, N+1)
27 for k in range(m):
28 plt.step(t, x[k])

29 plt.show()

30

31

32 if __name__ == "__main__":
33 main()
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