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Solution 8.1

(a) It is sufficient to show that the requirement that the martingale M in the sigma-martingale
representation X = H e M with a predictable H > 0 can be relaxed to that M is a local
martingale. Let 79 = 0 and (7,,)nen be the localizing sequence for M in H'. For each
n, set N* := 1), .1 M" and choose a;, > 0 such that Y an|[N"[|31 < o0. Then
N := 3 a,N™is an H'-martingale and, for J := Loy + H > o' 1y, | -1 > 0, we have
X =JeN.

Tn—1,

(b) Let X = M + A, where M is a local martingale and A is a predictable FV process with
Ap = 0. It is sufficient to to show that A = 0. There exists predictable H > 0 such that
H e X is a (local) martingale and without loss of generality we may assume that H is bounded.

Indeed, for H := H'>0 given by the sigma-martingale decomposition X = He , we have
HOXzflflo(I;'OM):]\f\f

and
HAl

(H/\I)OX:< >0(HOX)
which is a local martingale, since H e X is. Remark that
HeoeA=(HoA)_+A(HoA)=(HeoA)_+(HeoAA),

S0, the process H o A is predictable. Consequently, the process H e A =H ¢ X — H e M is a
predictale FV local martingale, so, H @ A = 0. For J = sign(A), we have

jH|dA|=Ho(JoA)=J-(H-A)=0.
Since H > 0, we have A = 0.

Solution 8.2 Let 7 be a random variable, uniformly distributed on [0, 1], independent of a random
variable £ with P({ = 1) = P({ = —1) = 3, and set

Xt = 1{t27’}£~

The process X is a martingale w.r.t. its (augmented) natural filtration. We observe that all stopping
times o < 7 on this filtration are of the form o = 7 At, ¢ fixed. Indeed, let t := sup{s : P(c > s) > 0}.
Then, for any s < t, the random variables {X,, : u < s} are all zero when restricted to the set {7 > s}
and, therefore, any A € F, satisfies P(A | 7 > s) = 0 or 1. In particular, P(oc > s | 7 > s) = 1,
and, therefore, {T > s > o} has zero probability. This holds for all s < ¢, giving 0 > 7 A t. By
construction, o < t almost surely, giving ¢ = 7 A t. Consider the sigma-martingale

t
Y, = f sTHX, = Lysn 7 'E
0

For any stopping time ¢ with P(c > 0) > 0, we have 0 A 7 =t A 7 for some ¢ > 0. So,

tAl
E|Y,| = E[Liy <y Yel] = f s ds — oo,
0
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Therefore Y is not locally integrable, and cannot be a local martingale.

Solution 8.3 We consider the standard probability space [0, 1] endowed with the Lebesgue measure
P and the filtration generated by the assets (S}')e[o,1], S = 0 for 0 <t <1 and

L .
) = 7= if we [0,eq],
! % ifwe [gnal]v

where (¢,,) <]0,1[ is such that E[S}] = 1 for all n € N and &, — 0 as n — . Indeed, such
sequence (e,,) exists; we have

E[ST] =1 < 1+2/e, = - (1 —gp)™T

and the solution ¢, is approaching zero as n — c0. We next show that P is a separating measure
for this LFM. By Fatou’s lemma, it is sufficient to show that P is a separating measure for each
sub-market consisting of the first n assets. Every terminal wealth X; on the n'” sub-market is of
the form

Xl = Z C]CS{C
k=1
and F[X;] < 0 for every 1-admissible X;. Indeed, we have

E[Xi]= ) aB[Sf]+ ), aE[Sil= ), a— ), |al

k:cp>0 k:crp <0 k:cp>0 k:cp <0

and since, for w € [0,&,], we have

X1<w>=—% S o= Y

k:cp>0 k:ckp <0

we must have
E[X1] <0 for every X € X}.

On the other hand, if @ is an equivalent (sigma-)martingale measure for P, then

jo %d@(w) = f O_Md@(w»

and, due to the equivalence, by DCT, the term on the left should go to zero as n — oo, but since

f ﬁd@(w) > Q([enr 1),

1—w)wit
this would in turn imply P([e,,1]) — 0, a contradiction.

Solution 8.4 Let W denote the driving Brownian motion for S. We note that g(St) = cWr.
Indeed,

Sr 1
log S—z + §U2T = oWr.

We have
oWr =oWo+ (ceW)r =0+ (S eS8,
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so that the self-financing strategy whose initial capital is Vj = 0 and which at 0 < ¢ < T holds
H; = St_l shares of stock and ap(t) =V, — HyS; = V; — 1 units of cash on the bank account replicates
the payoff g(St). Here,

Vi=Vo+ (HeS);=(S""eS), =cW, = log% + %(7215.
0

import numpy
from pylab import hist, show

s from matplotlib.pyplot import subplot

from brownian import brownian

#Function computes the forward integral of rows of a mxN-matrix w.r.t. another
def integral(x,y,m,N,out=None):

if out is None:
out = numpy.empty(x.shape)

for i in range(m):
for j in range(N):
out[i,j+1]=out[i,jl+x[i,j]1*Cy[i,j+1]1—y[i,]j]1)

return out

def main(Q):

# The Wiener process parameter.

delta =1

# Total time.

T =1.0

# Number of steps.

N = 10000

# Time step size

dt = T/N

Number of realizations to generate.
=1

Create empty arrays to store the realizations and integrals.
= numpy.empty ((m,N+1))

= numpy.empty ((m,N+1))

= numpy.empty ((m,N+1))

# Initial values of x,y,z,w.

x[:, 0] =0

y[:, 0] =0

z[:, 0] = O

N < X # 5 %

# Simulate the paths
brownian(x[:,0], N, dt, delta, out=x[:,1:])

# Form the geometric Brownian motion
y = numpy.exp(x—.5fnumpy.cumsum(dt*numpy.ones((m,N+1))))
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# Compute the integral
integral(l./y,y,m,N,out=z)

# Print the terminal values
print x[:,N],z[:,N]

if __name__ == "__main__":
main ()
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