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3.1. A closedness property

(a) Given I := ]a, b[ for −∞ ≤ a < b ≤ ∞ and 1 < p ≤ ∞, let u ∈ Lp(I) and let
(uk)k∈N be a bounded sequence in W 1,p(I) satisfying ‖uk − u‖Lp(I) → 0 as k → ∞.
Let u′k be the weak first derivative of uk. By assumption, the sequence (u′k)k∈N is
bounded in Lp(I).

Case 1 < p <∞. In this case, the space Lp(I) is reflexive and the Eberlein–Šmulyan
Theorem applies: (u′k)k∈N has a subsequence which converges weakly in Lp(I). Let
g ∈ Lp(I) be the corresponding weak limit and Λ ⊂ N the subsequence’s indices.
Since for any ϕ ∈ C∞c (I), the maps Lp(I) → R given by f 7→

∫
I fϕ dx or by

f 7→ −
∫
I fϕ

′ dx are elements of (Lp(I))∗ and since ‖uk − u‖Lp → 0 implies uk w
⇁ u,

we have by definition of weak convergence

−
∫
I
uϕ′ dx = lim

Λ3k→∞

(
−
∫
I
ukϕ

′ dx
)

= lim
Λ3k→∞

(∫
I
u′kϕdx

)
=
∫
I
gϕ dx

for any ϕ ∈ C∞c (I). Hence, g ∈ Lp(I) is indeed the weak derivative of u ∈ Lp(I) and
u ∈ W 1,p(I) follows.

Case p =∞. Since L1(I) is separable, the Banach–Alaoglu Theorem applies: (u′k)k∈N
being bounded in L∞(I) ∼= (L1(I))∗ has a subsequence (given by Λ ⊂ N) which
weak∗-converges to some g ∈ (L1(I))∗. For any ϕ ∈ C∞c (]0, 1[) ⊂ L1(]0, 1[),

−
∫
I
uϕ′ dx = lim

Λ3k→∞

(
−
∫
I
ukϕ

′ dx
)

= lim
Λ3k→∞

(∫
I
u′kϕdx

)
=
∫
I
gϕ dx

follows as in part (a) with the only difference, that the last identity comes from
weak∗-convergence rather than weak convergence. Hence, g ∈ (L1(I))∗ ∼= L∞(I) is
indeed the weak derivative of u ∈ L∞(I) and u ∈ W 1,∞(I) follows.

(b) The assumption p 6= 1 in part (a) is necessary. Consider I = ]−1, 1[ and
u = χ]0,1[ ∈ L1(I). For every k ∈ N let uk : I → R be given by

uk(x) =


0, for − 1 < x ≤ 0,
kx, for 0 < x ≤ 1

k
,

1, for 1
k
< x ≤ 1.

x

+1

+
0

+
1

+
−1

u1u2u3···

Then, uk ∈ W 1,1(I) with ‖uk‖L1 = 1 − 1
2k and ‖u′k‖L1 = 1

k
k = 1. Moreover, there

holds ‖uk − u‖L1 = 1
2k → 0 as k → ∞. However, u /∈ W 1,1(I), otherwise u would

have a continuous representative.

Remark. This is not a counterexample in the case p > 1, where ‖u′k‖Lp = ( 1
k
kp)

1
p →∞.

last update: 14 March 2018 1/7



ETH Zürich
Spring 2018

Functional Analysis II
Solution to Problem Set 3

d-math
Prof. A. Carlotto

3.2. Fundamental solution of Laplace’s equation in two dimensions

(a) Given j ∈ {1, 2} and x = (x1, x2) ∈ R \ {0}, we have

E(x) = 1
2π log|x| = 1

4π log(x2
1 + x2

2),

∂E

∂xj
(x) = 2xj

4π|x|2
= xj

2π|x|2
.

(b) Since E is represented smoothly away from the origin, it suffices to compute∫
B1(0)
|E| dx = 2π

∫ 1

0
(− 1

2π log r)r dr = −
∫ 1

0
r log r dr = 1

4r
2(1− 2 log r)

∣∣∣1
0

= 1
4 ,∫

B1(0)
|∇E| dx =

∫
B1(0)

|x|
2π|x|2

dx = 2π
∫ 1

0

r

2πr2 r dr = 1

in order to conclude E ∈ L1
loc(R2) and |∇E| ∈ L1

loc(R2).

(c) Let ϕ ∈ C∞c (R2) be arbitrary and (r, θ) ∈ ]0,∞[× [0, 2π[ polar coordinates in R2.
Part (b) justifies the computation∫

R2
E∆ϕdx = lim

ε→0

∫
R2\Bε

E∆ϕdx = lim
ε→0

(
−
∫
∂Bε

E
∂ϕ

∂r
dσ −

∫
R2\Bε

∇E · ∇ϕdx
)

= −
∫
R2
∇E · ∇ϕdx = − 1

2π

∫
R2

x

|x|2
· ∇ϕdx

= − 1
2π

∫ 2π

0

∫ ∞
0

1
r

∂ϕ

∂r
r dr dθ = 1

2π

∫ 2π

0
ϕ(0) dθ = ϕ(0).

(d) By definition,

∂E

∂z
:= 1

2

(
∂E

∂x1
− i ∂E

∂x2

)
= x1 − ix2

4π|x|2
= z

4πzz = 1
4πz .

(e) Let f ∈ C2(R2;C). Then, by symmetry of second derivatives,

4 ∂2f

∂z∂z
= ∂

∂x1

(
∂f

∂x1
+ i

∂f

∂x2

)
− i ∂

∂x2

(
∂f

∂x1
+ i

∂f

∂x2

)
= ∂2f

∂x2
1

+ ∂2f

∂x2
2

= ∆f.

From part (d) we conclude

∂

∂z

1
πz

= 4 ∂
2E

∂z∂z
= ∆E = δ0

in D′(R2).
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3.3. Linear ODE with constant coefficients

(a) By definition, the space H1
0 (I) is a closed subspace of the Hilbert space(

H1(I), (·, ·)H1

)
, (u, v)H1 :=

∫
I
u′v′ dx+

∫
I
uv dx.

In particular,
(
H1

0 (I), (·, ·)H1

)
is also Hilbertean. Given f ∈ C0(I), the map

`f : H1
0 (I)→ R, `f (ϕ) :=

∫
I
f(x)ϕ(x) dx

is a linear, continuous functional. In fact |`f(ϕ)| ≤ ‖f‖L2‖ϕ‖L2 ≤ ‖f‖L2‖ϕ‖H1 . By
the Riesz representation Theorem applied in the Hilbert space (H1

0 (I), (·, ·)H1), there
exists a unique u ∈ H1

0 (I) satisfying

∀ϕ ∈ H1
0 (I) :

∫
I
fϕ dx =: `f (ϕ) = (u, ϕ)H1 =

∫
I
u′ϕ′ dx+

∫
I
uϕ dx. (1)

(b) Let u ∈ H1
0 (I) be the weak solution to the equation −u′′ + u = f in I found in

part (a). By (1), we have in particular

∀ϕ ∈ C∞c (I) : −
∫
I
u′ϕ′ dx =

∫
I
(u− f)ϕdx.

Hence, the function u′ ∈ L2(I) has the weak derivative (u − f) ∈ L2(I) and we
conclude u′ ∈ H1(I). Therefore, u′ allows a continuous representative satisfying

u′(x) = u′(a) +
∫ x

a
(u− f)(t) dt. (2)

Since u ∈ H1
0 (I) allows a continuous representative and f ∈ C0(I), the right hand

side of (2) is in C1(I). Finally, u′ ∈ C1(I) implies u ∈ C2(I) as claimed.

(c) Let g ∈ C0(I). Let α, β ∈ R and let v0 ∈ C∞(I) be given by

v0(x) = α + x− a
b− a

(β − α).

Let f = g − v0 ∈ C0(I) and let u ∈ H1
0 (I) be the solution of −u′′ + u = f found in

part (a). By part (b), u ∈ C2(I). Moreover, v := u+ v0 ∈ C2(I) satisfies
−v′′ + v = −u′′ − v′′0 + u+ v0 = −u′′ + u+ v0 = f + v0 = g,

v(a) = u(a) + u0(a) = u0(a) = α,

v(b) = u(b) + u0(b) = u0(b) = β.
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To prove uniqueness, let ṽ ∈ C2(I) be another solution to the boundary-value problem{
−v′′ + v = g in I,

v(a) = α, v(b) = β.

Then, the function u := v − ṽ ∈ C2(I) satisfies −u′′ + u = 0 with u(a) = 0 = u(b).
Moreover, since u = u′′ integration by parts yields∫

I
u2 dx =

∫
I
u′′u dx = −

∫
I
|u′|2 dx ≤ 0

which implies u = 0 and hence ṽ = v.

3.4. Linear ODE with variable coefficients

(a) Let I = ]a, b[. Given g ∈ C1(I) and h ∈ C0(I) we assume that g(x) ≥ λ > 0 and
h(x) ≥ 0 for every x ∈ I and define the new scalar product

〈u, v〉 :=
∫
I
(g u′v′ + huv) dx

for all u, v ∈ H1
0 (I). By assumption,

〈u, u〉 =
∫
I
(g |u′|2 + h |u|2) dx ≥ λ

∫
I
|u′|2 dx

for any u ∈ H1
0 (I). Moreover, using Poincaré’s inequality,

〈u, u〉 ≤ ‖g‖C0

∫
I
|u′|2 dx+ ‖h‖C0

∫
I
|u|2 dx

≤
(
‖g‖C0 + (b− a)2‖h‖C0

) ∫
I
|u′|2 dx.

Hence, 〈·, ·〉 is equivalent to the standard scalar product (u, v)H1
0
on H1

0 (I) given by

(u, v)H1
0

:=
∫
I
u′v′ dx.

Hence, (H1
0 (I), 〈·, ·〉) is Hilbertean. Given f ∈ C0(I), the map

`f : H1
0 (I)→ R, `f (ϕ) :=

∫
I
f(x)ϕ(x) dx

is a linear, continuous functional. In fact, |`f (ϕ)| ≤ ‖f‖L2‖ϕ‖L2 ≤ (b−a)‖f‖L2‖ϕ‖H1
0
.

By the Riesz representation Theorem applied in the Hilbert space (H1
0 (I), 〈·, ·〉), there

exists a unique u ∈ H1
0 (I) satisfying

∀ϕ ∈ H1
0 (I) :

∫
I
fϕ dx =: `f (ϕ) = 〈u, ϕ〉 =

∫
I
g u′ϕ′ + huϕdx (3)

which is equivalent to being a weak solution of the equation

−(g u′)′ + hu = f in I. (†)
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(b) Let u ∈ H1
0 (I) be the weak solution to equation (†) found in (a). By (3), we

have in particular,

∀ϕ ∈ C∞c (I) : −
∫
I
gu′ϕ′ dx =

∫
I
(hu− f)ϕdx.

Hence, the function gu′ has the weak derivative (hu− f) ∈ L2(I) and we conclude
gu′ ∈ H1(I). Therefore, gu′ allows a continuous representative satisfying

(gu′)(x) = (gu′)(a) +
∫ x

a
(hu− f)(t) dt. (4)

Since u ∈ H1
0 (I) allows a continuous representative and h, f ∈ C0(I), the right hand

side of (4) is in C1(I). Finally, gu′ ∈ C1(I) and 0 < λ ≤ g ∈ C1(I) imply u′ ∈ C1(I).
Hence, u ∈ C2(I) as claimed.

3.5. Extension operator of first and second order
In order to extend u ∈ W 2,p(R+) by “odd reflection”, we define

(Eu)(x) :=

u(x) for x > 0,
2u(0)− u(−x) for x < 0,

g(x) :=

u′(x) for x > 0,
u′(−x) for x < 0,

h(x) :=

u′′(x) for x > 0,
−u′′(−x) for x < 0,

where we extended the continuous representative of u ∈ W 2,p(I) continuously at x = 0
to obtain the value u(0).

x

u(x) = e−x(Eu)(x)

Figure 1: Extension by odd reflection.

Then, (Eu), g, h ∈ Lploc(R) because u, u′, u′′ ∈ Lp(R+) and because the constant
function x 7→ 2u(0) is in Lploc(R). We claim that g is the first and h the second weak
derivative of Eu. Let ϕ ∈ C∞c (R) be arbitrary. Then,

−
∫
R
(Eu)ϕ′ dx = −

∫ 0

−∞
2u(0)ϕ′(x)− u(−x)ϕ′(x) dx−

∫ ∞
0

u(x)ϕ′(x) dx

= −2u(0)ϕ(0) +
∫ 0

−∞
u(−x)ϕ′(x) dx−

∫ ∞
0

u(x)ϕ′(x) dx

= −
∫ 0

−∞
−u′(−x)ϕ(x) dx+

∫ ∞
0

u′(x)ϕ(x) dx =
∫
R
gϕ dx,
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which proves that g ∈ Lploc(R) is the first weak derivative of Eu. Since u′ ∈ W 1,p(R+)
we know from the lecture that h is the first weak derivative of g. Hence,∫

R
(Eu)ϕ′′ dx = −

∫
R
(Eu)′ϕ′ dx = −

∫
R
gϕ′ dx =

∫
R
hϕ dx

proves that h ∈ Lploc(R) is the weak second derivative of Eu and it follows that
E : W 2,p(R+)→ W 2,p

loc (R) is well-defined. Let K ⊂ R be any compact subset. Then,
since by Sobolev’s embedding |u(0)| ≤ ‖u‖L∞(R+) ≤ C‖u‖W 1,p(R+), we may estimate

‖Eu‖Lp(K) ≤ 2|u(0)||K|
1
p + 2‖u‖Lp(R+) ≤

(
2C|K|

1
p + 2

)
‖u‖W 1,p(R+).

With ‖(Eu)′‖Lp(K) + ‖(Eu)′′‖Lp(K) ≤ 2‖u′‖Lp(R+) + 2‖u′′‖Lp(R+) ≤ 2‖u‖W 2,p(R+), we
obtain ‖Eu‖W 2,p(K) ≤ C̃‖u‖W 2,p(R+) with constant C̃ = 2C|K|

1
p + 4.

3.6. Extension operator of any order

(a) Let k ∈ N. For m ∈ {0, . . . , k − 1} and p(x) = xm, we obtain the equation

∀x ∈ R
k∑
j=1

aj

(−x
j

)m
= xm ⇔

k∑
j=1

aj
jm

= (−1)m.

Equivalently,

1 1 1 . . . 1
1 1

2
1
3 . . . 1

k

1 (1
2)2 (1

3)2 . . . ( 1
k
)2

... ... ... . . . ...
1 (1

2)k−1 (1
3)k−1 . . . ( 1

k
)k−1





a1
a2
a3
...
ak

 =



1
−1

1
...

(−1)k−1

 .

The matrix A on the left hand side is a Vandermonde matrix. In particular,

detA =
∏

1≤i<j≤k

(1
j
− 1
i

)
6= 0

which implies that a unique solution (a1, . . . , ak) ∈ Rk to the linear system exists. By
linearity,

k∑
j=1

aj p
(−x
j

)
= p(x).

holds not only for monomials p(x) = xm with m ∈ {0, . . . , k − 1} but in fact for
arbitrary polynomials of degree k − 1.
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(b) Let k ∈ N be fixed and a1, . . . , ak as in part (a). Given u ∈ W k,p(R+), consider
(Eu) as given on the problem set and

gα(x) :=

D
αu(x) for x > 0,∑k
j=1

(
−1
j

)α
aj(Dαu)

(
−x
j

)
for x < 0

for integers 0 ≤ α ≤ k. Then, (Eu) ∈ Lp(R) since u ∈ Lp(R+) and gα ∈ Lp(R) since
(Dαu) ∈ Lp(R+).

x

u(x) = e−xk = 2

k = 3

k = 4

Figure 2: Extensions (Eu)(x) of u(x) = e−x for k = 2, 3, 4.

We prove by induction that gα is the α-th weak derivative of (Eu). For α = 0 we have
g0 = Eu by construction. Suppose Dα(Eu) = gα for some α < k. For ϕ ∈ C∞c (R),

(−1)α+1
∫
R
(Eu)Dα+1ϕdx = −

∫
R
Dα(Eu)ϕ′ dx = −

∫
R
gαϕ

′ dx

= −
k∑
j=1

(
−1
j

)α
aj

∫ 0

−∞
(Dαu)

(
−x
j

)
ϕ′(x) dx−

∫ ∞
0

(Dαu)ϕ′ dx

=
k∑
j=1

(
−1
j

)α+1
aj

∫ 0

−∞
(Dα+1u)

(
−x
j

)
ϕ(x) dx−

k∑
j=1

(
−1
j

)α
aj(Dαu)(0)ϕ(0)

+
∫ ∞

0
(Dα+1u)ϕdx+ (Dαu)(0)ϕ(0)

=
∫
R
gα+1ϕdx+

(
1−

k∑
j=1

(
−1
j

)α
aj

)
(Dαu)(0)ϕ(0).

Since ∑k
j=1 (−1

j
)αaj = 1 was proven in part (a) (set x = 1 and m = α), the claim

Dα+1(Eu) = gα+1 follows. Hence, E : W k,p(R+)→ W k,p(R) is well-defined. Moreover,
for any integer 0 ≤ α ≤ k,

‖Dα(Eu)‖Lp(R) ≤ ‖D
αu‖Lp(R+) +

∥∥∥∥ k∑
j=1

(−1
j
)αaj(Dαu)

(
·
j

)∥∥∥∥
Lp(R+)

≤ ‖Dαu‖Lp(R+) +
k∑
j=1

|aj|
jα

j
1
p‖Dαu‖Lp(R+) ≤ Ck,p‖Dαu‖Lp(R+).
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