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Solution 12.1

(a) Since Xo = a € [0,1], from the assumption that P[X,+1 = &= or X, 41 = 2X2] = 1 we can

use induction argument to conclude that 0 < X,, <1 for all n, Hence each X, is integrable.
Moreover, it holds that

E[XTL+1|f7L]
X, X, 1+ X, 1+ X,

= Z2P[X, = 2| F, P[X1 = o
2[+1 2|f]+2 [(Xn+1 2\}-}
X 1+ X,

= S(1-Xu)+ X, =X,.

Thus X, is a non-negative martingale, and by the Martingale Convergence Theorem, X,
converge to a random variable X, a.s. Besides, we have that X, is bounded by 1, then the
convergence holds also in LP for all p > 1 due to the Dominated Convergence Theorem.

(b) We have that
B[(Xn41 = Xn)’] = BIE[(Xp41 — Xn)*|Ful] (1)

= BIB[(X2,, — 2Xn1 Xy + X2|F)).

It is easy to see that

X, \2 X, 1+ X,\? 1+ X,
PR = () Pl = SR+ (5502) P = 2517
X \2 1+ X,\° X,

Plugging this in (1) we have that
X, 1
E[E[(Xn41 — Xn)?|Fll = E[T(l +3X,) - 2X7 + X)) = ZE[Xn(l — Xy

Solution 12.2

n—oo

(a) Since X,, —— X in distribution, we know by Proposition 2.7, p. 50 of the lecture notes
that one can construct random variables Y,,, n € N, and Y on a common probability space

(Q, A’ P"), such that Y, 4 X,,forallneN, Y 4 X, and Y,, — Y, P’'-almost surely. It is
easy to verify that the family {Y,, }nen is also uniformly integrable, since

v, Lx
I Ep ||Vl (=N E[Xl —0.
Mlglooilel}é P || Yallgyv, >0y Mlglooilég P Xnllx, >0y | =0

So by (3.6.18)-(3.6.19), p. 112 of the lecture notes, we have

n—oo

EP/ [Yn] —_— EP/ [Y],
and the result follows since Ep[X,] = Ep/[Y,], for all n € N, and Ep[X]| = Ep/[Y].
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(b) Since convergence in probability implies convergence in distribution, by using Fatou’s Lemma,
we can find an M large enough such that

EpllX|Lxoany) = Ep[Vlgyisan] S liminf Ep [[Vallgy, san] <. (2)
Moreover, by convergence in probability, there exists ng > 0 such that, for all n > ng, we have
Pl[Xa—X| 2 ¢| < -

An
Hence, for all n > ng, by (3.6.21) in lecture notes it holds that
Ep[| X, — X|] < Ep[| X, — X|1{x,|<m, x|<M}]
+3Ep (| Xullfix, >0y ] +3 Ep[IX |1 x5 03]

<e <e
< Ep[|Xn — X|1(x,1<m | x|<p) 1a,]
<oM
+ Ep[ Xy — X|1x,1<m, x)<my Lag ] + 6e
<e

<2MP[A,] + Te < 9e.

Therefore, X,, converges to X in L.

Solution 12.3 Let F, = o(Xy,...,X,). We need to check for all n,k > 0, f : E¥*! — R bounded
and measurable, there exists a (measurable) function h : E — R (only depending on f) such that
for all n > 0,

E[f(Xm e aXn+k)|}—n] = h(Xn)

(in particular, E[f(X,, -, Xn+k)|Fn] is 0(X,) measurable). This result illustrates the “time
homogeneity”. We will prove it for the simple case where f(xg, 1, ,zr) = 1p(z)) where B C E
and k = 1, the general case can be derived similarly by using the measure-theoretic induction (cf.
the proof of Proposition 1.13).

Indeed, it holds that

Ellix, eyl Fn]l = Ell{aox, voi)enyFn] = YB(Xn), (3)

where

Up(2) = E[l{a(,v, )eBy] = Pl®(2,Yn41) € B,
and the last equality in (3) follows from the fact that Y, 11 is independent of F,, = o(Xo, ..., X,),
and that X, is F,,-measurable. (It is an easy exercise to check that

E[l{q)(Xn’YnJrl)eB}‘f7l]1{Xr,L:I} = P[(I)(]"v)/n-i-l) S B]l{X,L:z}
for all z € E). This shows that (X,,),>0 is a time homogenous Markov chain and the transition
matrix is given through
Qa,y) = Pal X1 = y] = Eu [ B[l (x,=yy | Fo]| = PO, Y1) = ],

for P,[Xo = z] =1 (we may take P, = P[-|X( = z]). Here we remark that the time homogeneity
of (X,,)n>0 follows from the above observation that for all n > 0, z,y € E,

P[X,11 =y|Xn =2] = P[X1 =y|Xo = 2] = Q(z,y).
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