
ETH Zurich, Fall 2018
Prof. Martin Schweizer

Coordinator
Zhouyi Tan

Mathematical Finance
Solution sheet 1

Solution 1.1

(a) Suppose that S is adapted and RCLL.
Regularity: Obviously, S∗t is increasing in t. Fix t0 ≥ 0. Then for P -a.a. ω,
limt↓t0 S

∗
t (ω) exists in [−∞,∞) and we have limt↓t0 S

∗
t (ω) ≥ S∗t0(ω). Now by

the right-continuity of S(ω), for every ε > 0 we can find δ > 0 such that
|St0+η(ω) − St0(ω)| < ε whenever 0 ≤ η ≤ δ. Thus |S∗t0+η(ω) − S∗t0(ω)| ≤
sup0≤η≤δ |St0+η(ω)− St0(ω)| ≤ ε whenever 0 ≤ η ≤ δ. This shows that S∗(ω)
is right-continuous.
By a similar argument, it is easy to show that S∗(ω) has left limits.
Again fix t0 ≥ 0. It is easy to show that for P -a.a. ω, for each T > 0, S(ω) is
bounded on [0, T ]. From |At0+η(ω)−At0(ω)| ≤

∫ t0+η
t0
|Sr(ω)| dr, we even obtain

that A(ω) is continuous.
Adaptedness: For each t ≥ 0, since S is RCLL, we have S∗t = supr∈Q∩[0,t] Sr,
showing that S∗t is Ft-measurable.
To show that A is adapted, consider Sn = ∑∞

k=1 1{(k−1)/n<t≤k/n}S(k−1)/n. Be-
cause S is P -a.s. bounded on [0, t], Sn → S uniformly on [0, t] P -a.s. Now
since r 7→ Ar is continuous, it suffices to show that for each s < t, As is
Fs-measurable. Set K(n) = sup{k : k/n ≤ s}. Then clearly

∫ s

0
Sr dr = lim

n→∞

∫ s

0
Snr dr = lim

n→∞

K(n)∑
k=1

S(k−1)/n

n
P -a.s.

So As is P -a.s. equal to an Fs-measurable random variable and therefore
Fs-measurable because F is complete.

(b) If S is adapted and continuous, then by (a) both S∗ and A are continuous and
adapted. Therefore, t 7→ f(St, S∗t , At) as a composition of continuous functions
is continuous and adapted. Hence ϑ is predictable.
If S is only RCLL and adapted, the statement is not true. It is enough to
consider an example where S is RCLL and adapted, but not predictable. An
easy example on [0, 1] is that Xt = 1{1/2≤t≤1}B with its natural filtration, where
B is a (nondegenerate) Bernoulli random variable. Obviously X is RCLL and
adapted (to its natural filtration). But since X is 0 on [0, 1/2), any adapted
and left-continuous process must be constant on [0, 1/2]. So the same should
be true for any predictable process.
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Now simply take f(x, y, z) = x, giving ϑ = S, which is not predictable.

Solution 1.2 Start with a geometric Brownian motion with µ = 0, σ = 1, so that
S̄t = exp(Wt − t/2). It is clear that S̄t → 0 as t → ∞ a.s. So the stopping time
τ̄ := inf{t ≥ 0 : S̄t = 1/2} is a.s. finite. Set ψ(t) := tan t and St := S̄ψ(t) for
t ∈ [0, π/2) and Sπ/2 = 0. This yields again a continuous process S and a stopping
time τ := ψ−1◦ τ̄ with τ ∈ [0, π/2) a.s. Thus we can use the predictable, self-financing
strategy ϕ with v0 = 0 and going short on K0, τK, i.e., ϑt := −1K0,τK(t) (which is
adapted and left-continuous). It follows that

V (ϕ) =
∫
ϑ dS = −(Sτ − S0).

So we end up with Vπ/2(ϕ) = S0 − Sτπ/2 = S0 − Sτ = 1/2, which gives an arbitrage.

Solution 1.3

(a) First note that the left-continuous function sgn(x) can be approximated point-
wise by a sequence (gn) of continuous functions and each gn(X) as a continuous
adapted process is therefore predictable. Hence, as sgn(X) = limn→∞ gn(X),
we can conclude that sgn(X) is also predictable and of course bounded. In
particular, this ensures that the stochastic integral

∫ ·
0 sgn(X) dX is well-defined.

An alternative proof is to note that X as a continuous, adapted process is
predictable and sgn(x) is Borel-measurable, so that the composition sgn(X) is
also predictable.
Next, according to the given hint, we have a family of convex C2-functions
fh such that fh(x) = −x for x ≤ 0, fh(x) = x− h for x ≥ h and fh(x)→ |x|,
f ′h(x) → sgn(x) for all x as h → 0. Note that since fh is convex, its first
derivative f ′h is increasing and therefore by our construction it holds that
|f ′h(x)| ≤ 1 for all x ∈ R.
Now applying Itô’s formula for each fh(X), we obtain that

fh(Xt)− fh(0)−
∫ t

0
f ′h(Xs) dXs = 1

2

∫ t

0
f ′′h (Xs) d[X]s. (1)

Since limh→0 f
′
h(x) = sgn(x) and |f ′h(x)| ≤ 1 for all x ∈ R, the dominated

convergence theorem for stochastic integrals implies that

lim
h→0

∫ ·
0
f ′h(Xs) dXs =

∫ ·
0
sgn(Xs) dXs

uniformly on any compact interval [0, t] in probability (which will be denoted
by u.c.p). Consequently, as fh(x)→ |x|, we actually get

lim
h→0

(
fh(Xt)−fh(0)−

∫ t

0
f ′h(Xs) dXs

)
= |Xt|−|X0|−

∫ t

0
sgn(Xs) dXs = LXt (0)
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u.c.p. In view of (1), the equation above is equivalent to

LXt (0) = lim
h→0

1
2

∫ t

0
f ′′h (Xs) d[X]s,

u.c.p. Now note that d[X]s is a nonnegative (random) measure and f ′′h ≥ 0
due to the convexity of fh. So we can conclude that t 7→ 1

2
∫ t

0 f
′′
h (Xs) d[X]s is

a increasing process for each h > 0 and therefore as the limit of increasing
processes, LXt (0) is also increasing in t.
Furthermore, by definition, we easily see that LX(0) has continuous trajectories
and satisfies LX0 (0) = 0. The latter together with the increasing property
ensures that LX(0) is nonnegative.

(b) Clearly, (Xt −K)+ = 1
2(|Xt −K|+ (Xt −K)). By the definition of the local

time at K, we get immediately that

|Xt −K| = |X0 −K|+
∫ t

0
sgn(Xs −K) dXs + LXt (K).

On the other hand, by Itô’s formula, we have

Xt −K = X0 −K +
∫ t

0
1 dXs.

Hence, we obtain

(Xt −K)+ = 1
2
(
|X0 −K|+ (X0 −K) +

∫ t

0
(1 + sgn(Xs −K)

)
dXs + LXt (K)

)
= (X0 −K)+ +

∫ t

0
1{Xs>K} dXs + 1

2L
X
t (K).

Solution 1.4

(a) Apply Itô’s formula to St = s0 exp (σWt + (µ− 1
2σ

2)t) to see that S satisfies
the desired dynamics dSt = St(µdt+ σdWt).

(b) Note that {St > K} =
{
Wt >

1
σ
(log(K/s0) − (µ − 1

2σ
2)t)

}
. Since under the

measure P , the random variable Wt has a normal distribution, we get

P [St > K] = P

[
Wt >

1
σ

(log(K/s0)− (µ− σ2/2)t)
]
> 0.

Similarly we have P [St < K] > 0.

(c) Let Q be an equivalent measure on FT for S such that S is a martingale with
respect to Q. Recall that (see Exercise 1.3, (b))

(St −K)+ = (S0 −K)+ +
∫ t

0
1{Ss>K} dSs + 1

2L
S
t (K),
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and also note that with S being a Q-martingale, the stochastic integral∫ ·
0 1{Ss>K} dSs is also a Q-martingale. Hence, taking the Q-expectation of
both sides of the equation above, we get

EQ[(St −K)+]− EQ[(S0 −K)+] = 1
2EQ[LSt (K)].

Since Q is equivalent to P , we can derive from (b) that Q[St > K] > 0 and
Q[St < K] > 0. Consequently, since the function g(x) := (x−K)+ is strictly
convex on any interval containing K, Jensen’s inequality applied for EQ[g(St)]
is strict and therefore
1
2EQ[LSt (K)] = EQ[g(St)]−EQ[g(S0)] > g(EQ[St])−g(s0) = g(s0)−g(s0) = 0.

It follows that Q[LSt (K) > 0] > 0 and of course also P [LSt (K) > 0] > 0.

(d) We first observe that the portfolio value at time t > 0 is given by

Vt = ϕ0
t 1 + ϑtSt = −K1{St>K} + 1{St>K}St = max(0, St −K) = (St −K)+.

By definition, (ϕ0, ϑ) is self-financing if and only if for any t > 0,

Vt = V0 +
∫ t

0
ϑs dSs. (2)

Now by Exercise 1.3, (b) and noting that V0 = (S0 −K)+, we have

Vt = (St −K)+ = (S0 −K)+ +
∫ t

0
1{Ss>K} dSs + 1

2L
S
t (K). (3)

Thus, we see from the comparison of (2) with (3) that (ϕ0, ϑ) is self-financing
if and only if for any t > 0, LSt (K) is equal to zero P -a.s. But we know from
(c) that LSt (K) ≥ 0 P -a.s. and P [LSt (K) > 0] > 0, and hence (ϕ0, ϑ) is not
self-financing.
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