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Solution 3.1
(a) Recall that a simple Poisson process has a.s. increasing trajectories, so it is of

finite variation. Therefore, a simple Poisson process is a good integrator.
Now we argue that Brownian motion is also a good integrator. Let Hn ∈ bE
and Hn → 0 uniformly in (ω, t). We claim that IB(Hn) → 0 in L2. To this
end, we compute

E[(IB(Hn))2] = E

[ k(n)∑
i=0

k(n)∑
j=0

hni h
n
j (Bτni+1

−Bτni
)(Bτnj+1

−Bτnj
)
]
.

For i 6= j, using the optional stopping theorem, we get (assuming i < j)
E[hni hnj (Bτni+1

−Bτni
)(Bτnj+1

−Bτnj
)] = E[hni hnj (Bτni+1

−Bτni
)E[(Bτnj+1

−Bτnj
)|Fτnj ]] = 0.

So all cross terms vanish and we have

E[(IB(Hn))2] = E

[ k(n)∑
i=0

(hni )2(Bτni+1
−Bτni

)2
]

≤ ‖Hn‖2
∞E

[ k(n)∑
i=0

(Bτni+1
−Bτni

)2
]

= ‖Hn‖2
∞E

[ k(n)∑
i=0

B2
τni+1
−B2

τni

]
= ‖Hn‖2

∞E[B2
T ]→ 0.

(b) Suppose f has a jump at x0 > 0. In particular, we may assume that f is
right-continuous at x0. By the continuity of f , we may assume that for some
ε > 0, f(x) < (f(x0) + f(x0−))/2 for all x ∈ [x0− ε, x0). Define iteratively the
stopping times τ0 := 0 and

σ1 := inf{t ≥ 0 : Bt = x0}, τ1 := inf{t ≥ σ1 : Bt ≤ x0 − ε},

σk := inf{t ≥ τk−1 : Bt = x0}, τk := inf{t ≥ σk : Bt ≤ x0 − ε}.
For each n ∈ N, we consider Hn := 1

n

∑n
i=1 1Kσi,τiK. Clearly Hn ∈ bE and

‖Hn(ω, t)‖∞ = 1
n
→ 0. But

IX(Hn) = 1
n

n∑
i=1

f(Bτi)− f(Bσi) = 1
n

n∑
i=1

f(x0 − ε)− f(x0) ≤ −
4f(x0)

2 6→ 0.

Therefore X is not a good integrator.
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Solution 3.2

(a) Let X ≥ 0 and (τn)n∈N a localizing sequence such that 1{τn>0}X
τn is a su-

permartingale. Fix s < t, K > 0, and let A ∈ Fs. By the supermartingale
property, we have

E[1A∩{Xτn
s ≤K}1{τn>0}X

τn
s ] ≥ E[1A∩{Xτn

s ≤K}1{τn>0}X
τn
t ].

Applying the dominated convergence theorem on the LHS and Fatou’s lemma
on the RHS gives

E[1A∩{Xs≤K}Xs] ≥ lim inf
n→∞

E[1A∩{Xτn
s ≤K}1{τn>0}X

τn
t ] ≥ E[1A∩{Xs≤K}Xt].

Sending K → ∞ and using the monotone convergence theorem give the
supermartingale property. Now E[Xt] ≤ E[X0] < ∞ shows the integrability.
The adaptedness is clear.

(b) First suppose that X is a nonnegative submartingale. Then for t > 0, for each
stopping time τ ≤ t, we have Xτ ≤ E[Xt|Fτ ]. This implies that the family
{Xτ : τ ≤ t stopping time} is UI.
Conversely, suppose that X ≥ 0 is locally a submartingale and is of class DL.
Let (τn)n∈N be a localizing sequence such that 1{τn>0}X

τn is a submartingale.
Fix s < t. We have

1{τn>0}Xs∧τn ≤ E[1{τn>0}Xt∧τn|Fs].

Before we proceed, we prove the following
Lemma. Suppose Yn → Y P -a.s. and E[Yn|F ] ≤ E[Z|F ] for all n ∈ N. If
(Yn)n∈N is UI, then E[Y |F ] ≤ E[Z|F ].
Proof of Lemma. For all B ∈ F , we have E[1AYn] ≤ E[1BZ] and Yn1B → Y 1B
P -a.s.. Moreover, (Yn1B)n∈N is UI like (Yn)n∈N, so that we get E[Y 1B] =
limn→∞E[Yn1B] ≤ E[Z1B]. The result follows.
Now we get back to the main assertion. Since X is of class DL, we know that
the family {Xτn∧t : n ∈ N} is UI which also implies the uniform integratbility
of the family {1{τn>0}(Xτn∧t −Xτn∧s) : n ∈ N}. Now applying the lemma, we
get E[Xt −Xs|Fs] ≥ 0. Therefore, we establish the submartingale property.
The class DL property also gives the integrability. The adaptedness is clear.

(c) Suppose X is a supermartingale. By definition, X0 is integrable. Also X− =
(−X)+ shows that X− is a nonnegative submartingale. By part (b), X− is of
class DL.
Conversely, suppose that X0 is integrable and X− is of class DL. Let τn a
localizing sequence such that 1{τn>0}X

τn is a supermartingale. We can rewrite
the supermartingale property as

E[1{τn>0}(X+
τn∧t −X

−
τn∧t)|Fs] ≤ 1{τn>0}Xτn∧s.
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which gives

E[1{τn>0}X
+
τn∧t|Fs] ≤ E[1{τn>0}X

−
τn∧t|Fs] + 1{τn>0}Xτn∧s.

Applying Fatou’s lemma on the LHS yields

E[X+
t |Fs] ≤ lim inf

n→∞
E[1{τn>0}X

+
τn∧t|Fs] ≤ lim inf

n→∞
E[1{τn>0}X

−
τn∧t|Fs] + lim

n→∞
1{τn>0}Xτn∧s.

Because X− is of class DL, 1{τn>0}X
−
τn∧t → X−t in L1. By the P -a.s. uniqueness

of the L1-limit, we have lim infn→∞E[1{τn>0}X
−
τn∧t|Fs] = E[X−t |Fs]. This gives

the supermartingale property. Also, the class DL property gives the integrability
of X−. Now the supermartingale property gives

E[X+
t ] ≤ E[X0] + E[X−t ] <∞.

Therefore Xt is integrable for each t. The adaptedness is clear.

Solution 3.3

(a) Denote by µ, ν the measures associated with f, g. Obviously we can write
f(T )g(T )−f(0)g(0) = π([0, T ]×[0, T ]) where π is the product measure induced
by µ and ν on [0, T ]× [0, T ]. Thus, using Fubini’s theorem, we have

f(T )g(T ) = π([0, T ]× [0, T ])

=
∫ T

0

∫ T

0
1 dπ + π({0} × (0, T ]) + π((0, T ]× {0}) + π({(0, 0)})

=
∫ T

0

∫ T

0
1 dπ + π({0} × (0, T ]) + π((0, T ]× {0}) + f(0)g(0).

Note that∫ T

0

∫ T

0
1 dπ =

∫ T

0

∫ T

0
1{r<s}µ(dr)ν(ds) +

∫ T

0

∫ T

0
1{r≥s}ν(ds)µ(dr)

=
∫ T

0
µ((0, s))ν(ds) +

∫ T

0
ν((0, r])µ(dr)

=
∫ T

0
f(s−)− f(0) dg(s) +

∫ T

0
g(s)− g(0) df(s)

=
∫ T

0
f(s−)) dg(s) +

∫ T

0
g(s) df(s)− f(0)(g(T )− g(0))− g(0)(f(T )− f(0))

=
∫ T

0
f(s−)) dg(s) +

∫ T

0
g(s) df(s)− π({0} × (0, T ])− π((0, T ]× {0}).

It follows that

f(T )g(T ) =
∫ T

0
f(s−)) dg(s) +

∫ T

0
g(s) df(s) + f(0)g(0).
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Of course, we can also derive more symmetrically that∫ T

0

∫ T

0
1 dπ =

∫ T

0

∫ T

0
1{r<s}µ(dr)ν(ds) +

∫ T

0

∫ T

0
1{r>s}ν(ds)µ(dr)

+
∫
1{r=s}µ(dr)ν(ds)

=
∫ T

0
µ((0, s))ν(ds) +

∫ T

0
ν((0, r))µ(dr) +

∫ T

0
µ({s})ν(ds)

=
∫ T

0
f(s−) dg(s) +

∫ T

0
g(s−) df(s) +

∑
0<s≤T

4f(s)4g(s)

− π({0} × (0, T ])− π((0, T ]× {0}),

where we used that µ({s}) is nonzero iff 4f(s) is nonzero, in which case the
integral reduces to a sum. The rest follows exactly as above.

(b) First note that the collection C := {X : Xt is Ft−-measurable} is a vector
space closed under multiplication and monotone bounded convergence. Also C
contains the constant process 1. If X is adapted and left-continuous, then for
each t, Xt = limn→∞Xsn for any sequence (sn)n∈N with sn ↑ t. Note that each
Xsn is Ft−-measurable. Therefore, using the completeness of the filtration, we
get that Xt is Ft−-measurable. Now by the monotone class theorem, C contains
all bounded predictable processes. For a general predictable process X, we
have X ∈ C because X = limn→∞X ∧ n∨ (−n) and each X ∧ n∨ (−n) is in C.

(c) For any partition π of [0, T ], write

MTAT =
n∑
i=1

MT (Ati − Ati−1).

Because A is predictable, Ati is Fti−-measurable, and becauseM is a martingale,
we get

E[MTAT ] = E

[
n∑
i=1

Mti−(Ati − Ati−1)
]
.

As |π| → 0, the sum inside the expectation converges to
∫ T

0 Ms− dAs, and
because M is bounded and A is increasing and integrable, a majorant for all
sums is ‖M‖∞AT ∈ L1. So dominated convergence gives

E[MTAT ] = lim
|π|→0

E

[ ∑
ti∈π

Mti−(Ati − Ati−1)
]

= E

[
lim
|π|→0

∑
ti∈π

Mti−(Ati − Ati−1)
]

= E
[ ∫ T

0
Ms− dAs

]
.

Updated: October 22, 2018 4 / 7



Mathematical Finance, Fall 2018 Solution sheet 3

Solution 3.4
(a) Obviously, if M ∈ H1

0, then for any stopping time τ , it holds that |Mτ | ≤M∗
T .

Then since M∗
T ∈ L1, we must have

lim sup
K→∞

E[|Mτ |1{|Mτ |≥K}] ≤ lim
K→∞

E[|M∗
T |1{|M∗

T |≥K}] = 0,

whence the uniform integrability of the family {Mτ : τ stopping time}.

(b) Suppose that M is a local martingale in H1
0, and let (τn)n≥1 be a sequence of

stopping times such that P[τn = T ] tends to 1 and every stopped process M τn

is a martingale. The latter means that for any 0 ≤ s < t ≤ T and A ∈ Fs, it
holds that

E[M τn
t 1A] = E[M τn

s 1A].
Note that |M τn

r | ≤ M∗
T holds for all n ≥ 1 and for all r ∈ [0, T ], and because

M ∈ H1
0 implies that M∗

T ∈ L1, we can apply the dominated convergence
theorem to both sides of the equation above and use the fact that limn→∞M

τn
r =

Mr for all r ∈ [0, T ] to obtain

E[Mt1A] = E[Ms1A],

which implies that M is in fact a martingale.

(c) Let X = (Xt)t∈[0,T ] be a local martingale. Then there exists an increasing
sequence of stopping times (τn)n≥1 such that P[τn = T ] tends to 1 and for
each n, the stopped process Xτn is a martingale. Since τn is bounded by a
finite T , by the optional stopping theorem, Xτn is even a uniformly integrable
martingale and therefore Xτn

σ = Xτn∧σ is integrable for any stopping time σ.
Now we define another sequence of stopping times (σn)n≥1 by

σn := inf
{
t ≥ 0 : |Xt| > n

}
∧ T.

Clearly, (σn)n≥1 is increasing and satisfies that limn→∞ P[σn = T ] = 1. More-
over, by definition we have for each n that |Xt| ≤ n for all t < σn and therefore

|Xσn−| = | lim
t→σn,t<σn

Xt| ≤ n.

As a result, for each n we obtain that

(Xτn∧σn)∗T = sup
t∈[0,T ]

|Xτn∧σn
t | ≤ sup

t<τn∧σn
|Xt|+ |Xτn∧σn|

≤ n+ |Xτn∧σn|.

Since Xτn∧σn is in L1, the inequality above shows that (Xτn∧σn)∗T is in L1 as
well. On the other hand, by the optional stopping theorem it holds that Xτn∧σn

is a local martingale null at time 0. Hence, we conclude that Xτn∧σn ∈ H1
0

for all n ≥ 1. Finally since (τn ∧ σn)n≥1 is increasing and satisfies that
limn→∞ P[τn ∧ σn = T ] = 1, the claim follows.
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Solution 3.5
(a) We define the stopping time ρ+ := inf{t ∈ Dn | t ≥ ρ}. First, we observe that

for each ti ∈ Dn
E
[
Xρ+
ti+1−X

ρ+
ti

∣∣∣Fti] = E
[
(Xti+1−Xti) 1{ti<ρ}

∣∣∣Fti] = 1{ti<ρ} E
[
Xti+1−Xti

∣∣∣Fti].
Thus, we obtain that

MV(Xρ+,Dn) := E
[ ∑
ti∈Dn

∣∣∣E[Xρ+
ti+1−X

ρ+
ti | Fti ]

∣∣∣] =
∑
ti∈Dn

E
[
1{ti<ρ}

∣∣∣E[Xti+1−Xti | Fti ]
∣∣∣ ].

By Jensen’s inequality, we obtain for any two processes X ′ and X ′′ that∣∣∣MV(X ′,Dn)−MV(X ′′,Dn)
∣∣∣ =

∣∣∣E[
∑
ti∈Dn

∣∣∣E[X ′ti+1
−X ′ti | Fti ]

∣∣∣− ∣∣∣E[X ′′ti+1
−X ′′ti | Fti ]

∣∣∣]∣∣∣
≤ E[

∑
ti∈Dn

∣∣∣∣∣∣E[X ′ti+1
−X ′ti | Fti ]

∣∣∣− ∣∣∣E[X ′′ti+1
−X ′′ti | Fti ]

∣∣∣∣∣∣]
≤ E[

∑
ti∈Dn

∣∣∣E[X ′ti+1
−X ′ti | Fti ]− E[X ′′ti+1

−X ′′ti | Fti ]
∣∣∣]

≤ E[
∑
ti∈Dn

E[
∣∣∣(X ′ti+1

−X ′ti)− (X ′′ti+1
−X ′′ti)

∣∣∣ | Fti ]]
≤ E

[ ∑
ti∈Dn

∣∣∣(X ′ti+1
−X ′ti)− (X ′′ti+1

−X ′′ti)
∣∣∣].

Take X ′ := Xρ and X ′′ := Xρ+. Then, we see that the only (possibly) non-zero
term above in the sum is the one for which ρ ∈ [ti, ti+1). Thus, we obtain that∣∣∣MV(Xρ,Dn)−MV(Xρ+,Dn)

∣∣∣ ≤ 2‖X‖∞.

Remark: In fact, this holds true for any partition π of [0, T ].

(b) Let n ∈ N and let 0 = t0 < · · · < tn = T be a finite partition of [0, T ]. We
have for all i := 0, ..., n − 1 the existence of a sequence (kmi )m such that for
each m, we have kmi ∈ Dm, kmi ≥ kmi+1, kmi ≥ ti and lim

m→∞
kmi = ti. Set kmn := T

for each m. Then we have for each m

MV(X, π) = E
[ n−1∑
i=0

∣∣∣E[Xti+1 −Xti | Fti ]
∣∣∣]

≤ E
[ n−1∑
i=0

∣∣∣E[Xkmi+1
−Xkmi

| Fkmi ]
∣∣∣+ ∣∣∣E[Xti+1 −Xkmi+1

| Fti+1 ]
∣∣∣+ ∣∣∣E[Xkmi

−Xti | Fti ]
∣∣∣]

≤ E
[ 2m−1∑
j=0

∣∣∣E[XjT/2m −X(j−1)T/2m |F(j−1)T/2m ]
∣∣∣]

+ E
[ n−1∑
i=0

∣∣∣E[Xti+1 −Xkmi+1
| Fti+1 ]

∣∣∣+ ∣∣∣E[Xkmi
−Xti | Fti ]

∣∣∣].
= MV(X,Dm) + E

[ n−1∑
i=0

∣∣∣E[Xti+1 −Xkmi+1
| Fti+1 ]

∣∣∣+ ∣∣∣E[Xkmi
−Xti | Fti ]

∣∣∣].
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By dominated convergence, as X is bounded and right-continuous, we have

lim
m→∞

E
[ n−1∑
i=0

∣∣∣E[Xti+1 −Xkmi+1
| Fti+1 ]

∣∣∣+ ∣∣∣E[Xkmi
−Xti | Fti ]

∣∣∣] = 0.

Thus, we obtain that

MV(X, π) ≤ lim
m→∞

MV(X,Dm).

As the partition was arbitrarily chosen, taking the sup over all the finite
partitions in the above inequality yields that MV(X) ≤ lim

m→∞
MV(X,Dm), and

so MV(X) = lim
m→∞

MV(X,Dm).
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