ETH Ziirich, Spring 2019
Lecturer: Fadoua Balabdaoui Coordinator: David Martins

Probability and Statistics

Exercise sheet 10

Exercise 10.1 Let X and Y be independent random variables such that X ~ Poi(\) and
Y ~ Poi(p). Show that given X +Y = s, the conditional distribution of X is Bin (s, ﬁ)

Solution 10.1 We have X ~ Poi(A) and Y ~ Poi(p) with A\, u € (0,+00), and X and YV are
independent. For s € N,

PX=k|X+Y =s)=

P(X+Y=s)
P(X+Y =5)

PX =k X+Y =s) [ BX=MPY=s"h) jr0<f<s,
- 0 otherwise.

Since X +Y ~ Poi(A + p), it follows that

P(X=k)P(Y =s5—k) e e nysk s!

P(X+Y =s5) Ok (s—k) e OF (N p)s

Letting p = ﬁ,

s\ pk s—k
- o A= ke {0, s}
PRI =0 = { 0, otherwise.

In other words, X | X +Y = s ~ Bin(s, p).

Exercise 10.2 Let X,Y and Z be = Exp(1).
(a) Find E[XvX +7Y].
(b) Find P(X < 2Y < 32).

Solution 10.2

(a) Note that by the symmetry of the distribution (exchanging the roles of X and Y),
E(XVX 1Y) =EYVY +X).
Hence,
1 1
EXVX +Y) = SB(X +Y)VX +Y) = S B((X + Y)%).

Recall that if X,..., X,, are independent such that X; ~ G(«a;,8), a1,...,ap, § > 0, then
X1+ ..+ X, ~Glag + ... + an, f).

1/10



Probability and Statistics, Spring 2019 Exercise sheet 10

Therefore, X +Y ~ G(2,1) (since Exp(1) < G(1, 1)).
It follows that

E(X+Y)?)=E(5%) (where S~ G(2,1))

(/“)12 ~*sid
= ——Se S S
o T'(2)

(o)
/ s2e”%ds (since I'(2) = 1! =1)
0

7./m 15 7 _
=T = sze ®ds
<2) o T'(F)

Thus,

E@Xv5(+)ﬁ;r<;>

1._.(5
=-r(2+1
" (3+1)
1
_ 150 (3
22 \2

1
_ 153171
2222 \2

15
= 1—6\/%

P(X <2Y <3Z) = /// e e Ve P drdydz
D

with

2
D={(z,y,2) ER*: 0< 2z <2y <32} = {(z,y,2) ER®: 2 > 0,y > g,z> gy}

By Fubini’s Theorem, we have that
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Exercise 10.3 Suppose X ~ N (0,1) and Y | X =z ~ N (z +1,1).
(a) What is the marginal distribution of Y7
(b) Find cov(X,Y) and the correlation of X and Y.
(c¢) Find the conditional distribution of X given Y = y.

Solution 10.3

(a) The marginal density of Y is given by

fr(y) = / f(x,y)dz

where f is the joint density of (X,Y"). Now,

flx,y) = fly|z)fx ()

1 w12 1 2
= ——¢ 2 2

V2r NoT

_ L ay-Dara )
27
_ 1t 2w-nere-1?)
27
= L@ wmner 0322
2
_ %67(1272(y;1)m+ (y*41)2+(y*41)2)
™
_ L oty
27
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fr(y) = %e_# /Re—(x—%)de
1 e 1 1\t _@
- n s Lo
R
oo

(since we take the integral of the density of N (Y31, 1)) and so Y ~ N(1,2).
(b)

cov(X,Y) = BE(XY) — E(X)E(Y)
= E(XY) (as E(X) =0)
= E(E(XY | X)) (iterated expectation)
= E(XE(®Y | X))
=E(X(X+1))
= E(X?)+ E(X)
= B(X?) (as E(X) = 0)
= var(X) (as E(X) =0)
=1
and
corr(X,Y) = cov(X, ¥)
var(X)y/var(Y)
1
T VIV2
1
V2

(c) Note that the previous calculations give already that

1 w-12 1 f _ﬂlﬁ
T,y) = e” 1T ——V2e 23
f@.y) V212 2

=fr@fly)
implying that X |Y =y ~ N (L;l7 ).

Exercise 10.4 Gaussian (normal) vectors.

A vector X = (Xi,..., X,,)T is said to be a Gaussian vector if there is a matrix A € R"*" a
vector Z = (Z1, ..., Z,)T with Zy,..., Z, 15/\/(0, 1) and p € R™ such that

XL+ Az (1)

In this case, note that F(X) = p and var(X) = AAT =: ¥. Here, the covariance matrix ¥ is not
necessarily invertible. If it is, then X admits a density with respect to Lebesgue measure on R™.
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(a) Show that if X is a Gaussian vector, then any linear combination of Xy, ..., X,, is a normal
random variable.

(b) We want to show that the condition in (a) is also sufficient: i.e., that if any linear combination
of X1, ..., X, is a normal random variable, then X is a Gaussian vector.

1. Explain why you can write ¥ = PTDP with P orthogonal and D a diagonal matrix
1 1
with entries A1, ..., A\, > 0. Let A := PT D3, where D= is defined as the diagonal matrix
1 1

with entries A\Z, ..., A\Z2.
2. For a fixed v € R™, find the distribution of v (u + AZ) with Z = (Z1,..., Z,)T with

Z1, o Zn S N(0, 1).

Hint: From a previous exercise sheet, you know that a linear combination of i.i.d standard
Gaussians has a Gaussian distribution N(a, b?). What are the parameters a,b* here?

3. What is the distribution of vT X?

4. To conclude, use that fact that two random vectors Wi, W5 in R™ have the same
distribution if and only if

T, 4 vTW2 Yov € R™.

(c) Let X ~ N(0,1) and Z be a discrete random variable such that X Il Z and P(Z = —1) =
P(Z=1)=3.

Consider the random variable Y, defined by

X, iZ=1
Y:{—X if Z=—1.

3

e Show that marginally, Y ~ A/(0,1).
e Find P(X +Y =0)

o Is (X,Y) a Gaussian vector? What do you conclude from this exercise?

Solution 10.4

(a) For this question, we recall the following facts:

e If X1,..., X, are independent with X; ~ N(u;,02), then

n n n
Z%‘Xi ~N (Z aiui,Za?U?> )
i=1 i=1 i=1

o If X ~ N(u,0?), then X + ¢ ~ N(u+ c,0?) (the latter can be shown easily and is left
as a small exercise).

Let

ai

an

Then
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i aiXi = CLTX
i=1

4 a’u+a"AZ
=c+b'Z (where ¢ = a” jp and b = AT a)

=1

=N (c, Z bf)
i=1
using the two known facts recalled above.

(b) 1. By definition of 3, we know that

Zij :COV(XZ',XJ'), 1§Z,]§n

For any vector v = : e R”,

UTEU = E Uivjzij

1<i,j<n

= Z ’l)inCOV(Xi7X]')

1<ij<n

= var <Z oiXi>
i=1
> 0.

Thus, X is symmetric and also positive semi-definite. Now, symmetry implies that X is
diagonalisable and we can find an orthogonal matrix P in R™*", and D a diagonalisable
matrix with diagonal entries A1, ..., A, such that
> =P'DP.
Furthermore, \; > 0 Vi € {1,...,n}, since if we take v = P~le; (e; is the i*! standard
basis vector in R™), then
0<vTye = eZTDeZ- =\

Then, define D? as the diagonal matrix with entries v/ A1, ..., /A, (now we know we can
define it).

U1
2. Using the same arguments as for (a), for v = € R", we have that

U
v+ AZ) ~ N (vT,u, Z bf)
i=1
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where b = ATv.
Now, note that

> v =0b"b

=1
=ovT AATY
—TPTD:D3 Py
=0T PTDPy

=vTSw

and therefore, vT (u+ AZ) ~ N (vT p, vT30).

3. Since we assume now that any linear combination of X, ..., X,, is a normal random
variable, it follows that v7X = v; X1 + ... + v, X,, is normal. To characterise its
distribution, it is enough to compute its mean and variance.

BE@w'X)=vTE(X)=vTp,

var(vT X) = var (Zn: Uin)

i=1

= Z vivjcov(X;, X;)

1<i,j<n

= D S

1<i,j<n

= v Y.

so that vT X ~ N (vT p, vT Lv).

4. We have Vv € R", o7 X & oI (4 AZ) with A = PTD3. We conclude from the hint
that

x<u+ Az
(¢) e To find the distribution of Y, it is enough to compute its cdf. For y € R:

Fy(y)

P(Y <vy)

P{X <y, Z=1}U{-X <y Z=-1})
P(

(

X<y Z=1)+P(-X<yZ=-1)

=P(X <y)P(Z=1)+P(—X <y)P(Z = —1)
= %(I)(y) + %(1 - d(—y)) (since (0, 1) is continuous)

= %(I)(y) + %fb(y) (by symmetry of the standard normal)
= ®(y).

Thus, Y ~ N(0,1).
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PX+Y=0)=P2X=0,Z=1)+P(X-X=0,Z=-1)
=P(X=0)P(Z=1)+P(Z=-1)

1
=5
e If (X,Y) were a Gaussian vector, then any linear combination of X and Y is a normal

random variable, and hence should either be absolutely continuous or a constant, neither
of which is the case, since we would need either P(X+Y =0)=0o0or P(X+Y =0) = 1.
Thus (X,Y) is not a Gaussian vector.

e From this exercise we can conclude that putting together two random variables (on the
same probability space), which have normal marginal distributions, does not guarantee
that they form a Gaussian vector.

Exercise 10.5 (optional).

The goal of this exercise is to manipulate the Jacobian formula to obtain the density of a
convolution.

Let X and Y be two independent random variables with density fx and fy respectively. We
are interested in deriving the density of the random variable X + Y.

(a) Let S:= X +Y,T:=Y and consider the map

g:R?* 5 R?

(@) = (s,t) = (x +y,9).
Show that g is bijective with Jacobian # 0 at any (z,y) € R2. Conclude that the random
pair (S, T) has point density f(s 1) given by

fisr)(s,t) = fx(s — 1) fy (1)
(b) Conclude that

fs(o) = [ Fxels = v )iy
R
(c) Give the density of the convolution X + Y in the following cases:

e X ~ Exp(\) and Y ~ Exp(u). Do you recognise the distribution when p = A?
e X ~ G(aq,B) and G(aa, f).
e X ~N(0,0%) and Y ~ N(0,03).

Solution 10.5

(a)
9z, y) = (t+y,y) = (s,t) @ =s-ty =t
Thus, g is bijective and g=1(s,t) = (s — t,t). Also, g is differentiable and

Vg(x,y)((l) })

Jg(z,y) = det(Vg) = 1.

Thus the Jacobian is given by
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(b) Using the Jacobian formula, it follows that

= Ix(s=Dfr(t)

e B

fismy(s,t) = fix,yy(s —t,t) x
by independence of X and Y.

Hence

fs(s) = /R Fx(s — ) fy (H)dt = /R Fx(s — 0) fy (W) dy.

(¢c) e We compute:

s(6) = [ AN Loc e 1,50 dy
R
= Aue_)‘s]lszo/ e()‘_l‘)y dy
0

(rewriting the conditions as Lo<s—yly>0 = Ls>0lo<y<s)-
Hence,

—\s e(A—m)s 1.
= W

/\26’/\55]1520 fA=p
(e —e M) s iAo
)\286_)\31320 if A= L.

Once again, we find that X +Y ~ G(1,2) if X,Y are i.i.d Exp(A).
e For X ~ G(ay,B) and Y ~ G(az, B),

s a1 -

— 1, B P P TP S A

fs(s) 20/0 F(al)(s y)* e oyt ey
BalJrOtz

o —fBs * ar1—1, as—1
=——¢ 1, s — dy.
o) T(as) (20/0( Y)Yy y

Putting t = ¥ so that dt = %’

S

s s
/ (S _ y)al—lyag—ldy _ / 8(]_ _ t)al—lta2—18a1+a2—2dt
0 0
1
= saﬁ“fl/ (1 —t)¢*2—1agt
0

ap+ags—1 F(al)l"(ag)

=S

L(ag + as)
(since %tm_l(l —1)*27214¢(0,1) is the density of Beta(ay, az)).
Hence,
_ BN tas1 s
fs(s) = ms e PP 1g>0.

We find again that X + Y ~ G(a1 + a9, 5).

9/10



Probability and Statistics, Spring 2019

Exercise sheet 10

e For X ~ N(0,0%) and Y ~ N(0,03),

_ (=2
202

fs(s) = /}R \/2—%016

V2mog

2

1 _v2
e 205 dy

We manipulate the exponent to make this easier to integrate:

2 2 2.2 2 2,2
(s—y)?® vy _ loj(s" —2sy+y°)+oty
20% 20% 2 O’%O’%
Aol (o 203 B
T 90202 \Y T 2 28y + 2, 25
0103 o1t 03 o1t 03
2
_otrad (o N ot .
20703 of + 03 (0f +03)?  of+o3
2
J%—i—ag Jgs 52
= y— .
20703 of + o3 2(0f +03)
. 2 o202
Thus, letting o~ = ez, we get that
1 2
1 1 _ s2 _”%*’63 _ g 2
folo) = e D [ AT gy
V2mo1 V2woo R
2 \?
2 v—_3..2°
s 1 ( oy to3 )
! oge ity e~ 22 dy
R

B V2moi09

V2ro
2

- 9192 THtD
/ /72 2
271'0'10’2 09 —|—0'2

s2

1 _2(012}:;2

1
= ¢ 2)
V2T \/O’% +J§

Hence we find the expected result that

X +Y ~N(0,07 + 03).

)
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