ETH Ziirich, Spring 2019
Lecturer: Fadoua Balabdaoui Coordinator: David Martins

Probability and Statistics

Exercise sheet 11

Exercise 11.1 (Breaking a stick) Suppose X ~ U([0,1]) and Y | X ~ U([0, X]). Consider now
U=1-X, V=Y, W =X —Y (this represents breaking a stick into parts with length X and U,
and then breaking the left piece again into V' and W). Find E[max(U,V, W)].
y X
v ow U

Solution 11.1

Solution 1

Note that (Y, X —Y,1 — X) has the same distribution as (XZ, X(1 — Z),1 — X) where X Il Z
and Z ~ U([0,1]). To see this, we define Z := ¥ and show that Z ~ U([0,1]) independently of X.

Consider the map g(z,y) = (=, %)T defined on R\ {0} x R.
Solving for g(x,y) = (u,v)?T we have x = v and y = uv. Hence, g : R\ {0} x R — R\ {0} x R
is bijective. Also, g is C*(R\ {0} x R) with gradient at (x,3)7 € R\ {0} x R given by

901 (2,y) 9 (x,y) 1 0
Vg z,y)= o 7 3y , = ( 9 )
(5:9) <<y> 8 (1) % 1

Thus,
1

Furthermore, by construction of Y, the random vector (X,Y) satisfies

P(X, V)T € 0:=(0,1) x (0,1)) = 1.
If f denotes the joint density of (X,Y)7, then it follows from the Jacobian formula that

_ 1
fx,zyr (@, 2) = f(g 1($’Z))j]l(x,z)Teg(O)

= flg7" (=, 2))2 (s )T e(0,1)x (0,400)

= f(.]?, xz)x]la:e(o,l)]lze(o,+oo)~
The joint density f is given by:
flay) = fly | o) fx (@)
1

= ;]]-yE(O,x)]]-wE(OJ)-
Thus,
fox,zm(@,2) = Lase0,0) Loe(0,1) Lee(0,1) Lae(0,400)

= 1.c0,1)lee0,1)Leec(0,1) L2e(0,4+0)

= Tuc0,1)Lze(0,1)-

1/10



Probability and Statistics, Spring 2019 Exercise sheet 11

We then conclude that X, Z are indeed i.i.d with U([0, 1]) distribution.
Now note that

max(XZ,1— X), if z>1
max(XZ, X (1-Z),1-X) = max(max(X Z, X (1-2)),1-X) = { max(XEl 7)1 —)X) Otherv_viSQe.

e

Then, exploiting also the symmetry (X, 7) = (X,1— Z),

Elmax(XZ, X(1-2),1-X)] = Emax(XZ,1 - X)1,1] + Emax(X(1 - Z),1 - X)1,_.]
=2E[max(XZ,1-X)151].

We can then use the joint density f(z,z) = L,¢[0,1] X L.¢[o,1] to compute this expectation. Note
that we will need to split the integral in order to compute the maximum, and the cutoff point can

be calculated by
1

142

2zz<l—-zez(l+z)<lez<

Thus we get:

Emax(XZ,1 - X)1,> ]:/ max(zz, 1 — ) f(x,2)1,> 1 dvdz

O 1,1
= / / (1 —2)dxdz + / / rzdrdz
3 70 3 s

=0+ I

[N

We compute each of these integrals:

1 _ \27 Tx=
11:/ {_(1@“)} de
B 2 Jo

1 2
:1/ (1—<1— ! >>dz
2 1 1+2
1/1 2 1
— — — —— | dz
2 1 142 (1+Z)2

1
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N |
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o
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+
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IS
_ 1
—
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B 1. (4
T8 2%\3)

Finally
E[max(XZ, X(1 - 2),1 - X)] = 2(I, + I»)
o (loe (AL 18 L (4
o8 3) T2 T 2% \3
3 4 e
= — (0] — .
g T % \3
Solution 2
Note that

max(u, v, w) = max(u, max(v, w)).

As a first step, consider Z := max(V, W). Conditionally on X = z,

Fpix(z|z)=P(Z<z| X =x)
(max(Y,z —-Y) <z | X =)

=P
=Plx—2<Y<z|X=ux).

Since Y | X =z ~ U(0, z), a case-by-case calculation yields that
z<Z
2 T x -2
Fpx(zlo)={ 2(:-3), 5<z<z
<z
For example, in the middle case, we can check that 0 < x — z < z < x and therefore

P(Ye[x—m]|X:x):%(z—(x—z)):§(z—§).
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The point of this is that, from looking at the conditional cdf above, and differentiating:

2
Jzix(z | x) = “liceca,

we conclude that Z | X =z ~ U(3, ).
To conclude, we need to calculate E[max(Z,U)]. We will exploit the conditional distribution
we found for Z by working with the law of iterated expectation:
Emax(Z,U)] = Elmax(Z,1 — X)] = E[E[max(Z,1 — X) | X]].

We calculate the conditional expectation as follows:

E(l-X|X=u2), r< 3
Elmax(Z,1-X)| X =z2]=( FEmax(Z,1-X)|X=2], i<z<?2
BE(Z| X =x), x>2
1—uxz, xﬁ%
1—z 2(1—x) T 2z 1 2
= f% z dZ'f‘fl_x?dZ, s<c< 3

I
— N — N ———
—~
—
|
w‘%f
SN—
ES
g7 —
G
+ &
8
|
“I7
8
s
pol=
S VAN
vV 8 IA
wivo [A vl= o |A NI
wlro

1
1—uz, T <
~{ o e oo
s, x>
11—z, xﬁ%
={ 3x-3+1 {<a<i b= g(a)
Finally,
E(max(U,V,W)) = E[E[max(Z,1 — X) | X]]
= Elg(X)]
1

Exercise 11.2 (Uniforms, uniforms...) Suppose X ~ U([0,1]) and consider Y = 2X.
(a) What is the joint distribution of (X,Y")?
(b) Does this joint distribution have a density with respect to the Lebesgue measure on R??

(c¢) (Probability of a diamond) Let X,Y and Z be % U([-1,1]). Find P(|X|+ Y|+ |Z| < 1).
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Solution 11.2
Remark: We use here the common shorthand notation

x Ay :=min(z,y).

(a) The (joint) cdf of (X,Y) is given by

Fyy(z,y)=P(X <2,Y <y)
=P(X <z,2X <y)

:P(ng/\%)
0, ifzAg <0
=q xzANY, f0<zAf<]
1, ifand>1

(b) We have that P((X,Y) € B) = 1, where B = {(z,y) € R? : y = 2z}. Since \y(B) = 0,
where )\ denotes the Lebesgue measure on (R?, Bgz), it follows that P(x,y) is not absolutely
continuous with respect to Ag, and hence cannot, by the Radon-Nikodym theorem, admit a
density with respect to As.

(c) We want to calculate

1
pim PUXI+ V412 < D = § [[[ Leerantyerin e sdodyd:
D

where D := {(2,y,2) € R®: [z| + |y| + [2] < 1}.

By symmetry, the integral on one octant is equal to the integral on any of the other octants:

8
D= g/// Loer—1,ylye(-1,1)Lzc[-1,1)dxdydz
D+

where DT := {(z,y,2) € R® : |z + |y| + [2| £ 1,0 < w,y,2 < 1}.

After these considerations, we compute (using Fubini’s Theorem):

p=/01 /01_2 (/Ol_z_ydx) dyd=
:/01 (/Ol_z(l—z—y)dy>dz

1 (U

5/ 10



Probability and Statistics, Spring 2019 Exercise sheet 11

X1
Exercise 11.3 Recall that X = ~ N(u,%) (a Gaussian vector with expectation
XTL
M1
= : € R™ and covariance matrix ¥ € R™*") if for any v € R",
Hn

n
oI X = ZviXi ~ N @, 0T Sw).

=1

The goal of this exercise is to show the following remarkable property:
(*¥) X1,..., X, are independent if and only if for all i # j, ¥;; = cov(X;, X;) = 0.

(a) Show that (x) is necessary.

(b) To show it is sufficient, we shall use the following result:

X1,..., X, are independent if and only if

Ux (1) = B X) = f[ U, (t:) (z ﬁ E(Wﬂ))
i=1 i=1

for all t € R™.
Compute ¥ x (t) when ¥;; = 0 for all ¢ # j and conclude.

Hint: tT X is a normal random variable, for which we know the expression of the moment
generating function.

(c) Takingn >3,let Y € R? (for 2 < p <n — 1) be a subset of the original vector X. Using a
simple argument, explain why Y is also a Gaussian vector. When are the components of Y

independent?
X1
Xo
(d) Let X = | X3 | €R5 have a N(y,X) distribution, where

X4
X5

-1 9 0 0 1 2

2 0 2 0 -1 6

W= 0 , =10 0 16 0 3

3 1 -1 0 4 3

3 2 6 3 3 49

Which subsets of X7, ..., X5 can you say are independent?

(e) Consider the case n = 2, and (X1, X2)? a Gaussian pair with expectation p = (u1, p2)? and
a 2 X 2 covariance matrix

0% pPo102
2 - 2
pPO102 g5
where 0?,03 > 0 are the (marginal) variances and p is the correlation.

Find a and b such that X; + X5 and aX; + X5 are independent.
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Solution 11.3

(a) If Xy, ..., X,, are independent, then for ¢ # j,

Zij = COV()(Z'7 Xj)
= E[(X; — E(X))(X; — E(X;))]
= E[(X; — E(Xy))|E[(X; — E(X;))] = 0.

(b) For t € R,

2

since tTX ~ N (T, tTSt), and we know the mgf of the normal distribution. If 3;; = 0 for
all i # j, it follows immediately that

T
Ux(t) = E[etTX] = exp (tTu + ol Zt)

n
tT'st = Z 25
=1

implying that

n 1 n
Ux(t) = exp (Zl tini + 5 Zl tfziz')
= H exp | tips + StiNii
i=1

= H Vx, (ti)'
i=1
Therefore, X1, ..., X,, are independent, using the hint.

(c) Without loss of generality, we can focus on the case Y = (X1, ..., X,)T. For any a € R?,

p n
aTY = Zale = ZviXi
i=1 i=1

where v; = a; for 1 < i < p and v; = 0 otherwise. Thus a”Y is a linear combination of the Xj,
and so it is normally distributed. As a € R? is arbitrary, it follows that Y is Gaussian in RP.

Thus, by (c), the components of Y are independent if and only if all their covariances are 0,
i.e. if all the entries ¥;; = 0, where ¢ # j and X;, X; are components of Y.

(d) Note that X159 = 313 = Y3 = X34 = 0. Therefore, {X, X2, X3} (and subsets) are indepen-
dent, and {X3, X4} are independent.

X1+ Xo B 11 X1
aX1+bX2 o a b X2

o : . : . X1
hence it is a Gaussian vector, as a linear transformation of the Gaussian vector ( X .
2
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Thus, X7 + X2 and aX; + bX5s are independent if and only if

cov(Xy + Xo,aX1 +0X3) =0
& avar(Xy) + beov(Xy, Xo) + acov(Xy, Xo) + bvar(Xs) =0
= aa% + boioap + acyop + bag =0
& o1(01 + o9p)a = —oa(02 + o1p)b
Therefore, X7 + X5 and aX; + X5 are independent if and only if ¢ and b are in the above
ratio.
We should look at the special case where the coefficients are both 0. Since o1 > 0, o9 > 0, we

must have 01 + g2p = 02 + 01p = 0 and then

(o} 1
—p:—:
() P

Since 1 > 0, o3 > 0 and p € [—1, 1], this is only possible if and only if o9y = o9 and p = —1.
In that special case (and only then), indeed, X; + Xo = 0 and for any (a,b) € R?, X; + X3 is
independent from aX; + bXs.

Exercise 11.4 (I hope you’re arriving soon)

Alice and Viera plan to meet at a café, and each will arrive at a random time between 15:00
and 15:30, independently of each other. Find the probability that the first to arrive has to wait
between 5 and 10 minutes for the other to arrive.

Solution 11.4
Remark: Similarly to question 2(c), we use both notations

x Ay :=min(z,y), xVy:=max(x,y).

Let Alice arrive X minutes after 15h, and similarly let Viera arrive Y minutes after 15h. It is
assumed that X,V % U([o, 30]).

We have

p=PXVY -XAY €[510]) = // f(z,y)dxdy
D
where D = {(x,y) € R2 : 2 Vy —x Ay € [5,10]} and f(x,y) = %ﬂme[ovgo]g’%lye[()’go] is the joint
density.
We can decompose D = D; U Dy where D1 = {(z,y) € R? : 2 > y,x —y € [5,10]} and
Dy = {(z,y) € R?: z < y,y —x € [5,10]}, and by symmetry it is clear that the integral on each is
the same. Therefore,

p= 2/ f(z,y)dzdy
D
9 20 y+10 25 30
= — dx | dy —l—/ </ da:) dy)
900 (/0 </y+5 ) 20 y+5
9 20 25
= 5d 25 —y)d
900(/0 y+/20( y)y)
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Exercise 11.5 (Cauchy-Schwarz) (optional)
The goal of this exercise is to show the Cauchy-Schwarz inequality, which is stated as follows.
Let X and Y be two random variables defined on the same probability space, such that
E(X?) < oo and E(Y?) < co. Then,

B(XY)| < VERD)VET?) )
with equality if and only if P(X =0) =1 or P(Y =aX) =1 for some a € R.
1. For t € R, write E[(Y — tX)?] as a function of ¢.

2. Using the fact that E[(Y —tX)?] > 0 for any ¢ € R, conclude that either P(X =0) =1 or

+E(Y?) >0
for t € R.

3. Prove the inequality (1).

4. If P(X =0) < 1, show that equality case in (1) holds if and only if P(Y =¢*X) =1, and
give the expression for ¢*.

Hint: Remember that for Z a non-negative random variable, E(Z) = 0 if and only if
P(Z=0)=1.

5. Conclude on the condition for the equality case to hold.

Solution 11.5

1.
E((Y —tX)?) = BE(Y? = 2tXY + ?X?) = * B(X?) - 2tE(XY) + E(Y?).

2. If B(X?) =0, then P(X = 0) = 1. Otherwise, if E(X?) > 0,

E(XY)

E((Y —tX)?) = B(X?) (t2 — 2t B0 + ]]3;(())((}2/))2 ) - E]ééig + E(Y?)
= E(X?) (t - ?E(())((g))) +EB(Y?) - % >0

since the original expression E((Y —tX)?) > 0 for any t € R.

3. In the case that P(X =0) =1, E(XY) = 0 and the inequality (1) holds. Otherwise, we have
the inequality above for any ¢ € R. That applies in particular to the choice

o B(XY)
- EB(X?)’
and therefore B(XY)?
E(Y?) >
Y7 = E(X?

or equivalently,
|E(XY)| < VE(X?)VE(Y?)

as we wanted.
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4. Suppose that equality holds and P(X = 0) < 1. As above, we must then have E(Y?) = ng;‘;); .

Then, with the same t* as before, we get that

E(XY))2 o

E[Y —t*X)?%] = E(X?) (t* ~B(X)

Following the hint, this means that 1 = P((Y —t*X)?2 =0) = P(Y = t*X).
The converse is obvious: if P(Y =¢*X) = 1, then

E(XY)=EXt*'X)=t"E(X?) = /E(X2)E((t*X)?) = /E(X2)\/E(Y?2).
5. From the previous part, if equality holds then either P(X =0) =1 or P(Y =t*X) =1 for

some t* € R. Conversely, we already saw that P(Y = t*X) = 1 implies that equality holds,
and similarly if P(X = 0) =1 then

0= E(XY) =V0/E(Y?).

Therefore equality holds if and only if either P(X =0) =1 or P(Y = t*X) = 1 for some
t* e R.
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