
The Petersson Inner Product and Poincaré Series
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1 The Petersson Inner Product

Remark. In the second talk, we learned that Mk(Γ = SL2(Z)) = 0 if k is
odd. Therefore, in the following content, k is even when we mention the
weight of modular forms and related concepts, unless otherwise mentioned.

Definition 1.1. On the upper half plane H, we define the hyperbolic measure

dµ(z) = dxdy
y2 , z = x+ iy ∈ H.

Proposition 1.1. The hyperbolic measure dµ is invariant under GL+
2 (R)

of H, i.e. dµ(α(z)) = dµ(z) for all α ∈ GL+
2 (R), z ∈ H. Hence, dµ is also

invariant under Γ = SL2(Z).

Proof. Let A ⊆ H be a Borel set, T =

(
a b
c d

)
∈ SL2(Z) and let T (z) = az+d

cz+d

for every z ∈ H. Write z = x+ iy ∈ H. One can check easily that

Im(T (z)) = y

|cz+d|2 , T ′(z) = 1
(cz+d)2

Now, we check the invariance:

µ(T (A)) =
∫
T (A)

dudv
v2 =

∫
A |T

′(z)|2 |cz+d|
4

y2 dxdy =
∫
A
|cz+d|4
y2

dxdy

|cz+d|4 =
∫
A
dxdy
y2 = µ(A).

Definition 1.2. Let f , g ∈ Sk, where Sk denotes the space of cusp forms
of weight k. We define the Petersson Inner Product as the following:

〈·, ·〉 : Sk × Sk → C, (f, g) 7→
∫

Γ\H f(z)g(z)(Im(z))kdµ(z).

Lemma 1.1. If f and g are modular forms of weight k, then the function
f(z)g(z)(Im(z))k is SL2(Z)-invariant.
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Proof. Fix γ =

(
a b
c d

)
∈ SL2(Z), and recall that if f is a modular form

then f(γz) = (cz + d)kf(z). Thus,

f(γz)g(γz)Im(γz)k = (cz + d)kf(z)(cz + d)kg(z) yk

|cz+d|2k
=

|cz + d|2kf(z)g(z) yk

|cz+d|2k
= f(z)g(z)Im(z)k,

as desired.

Proposition 1.2. The Petersson inner product is well-defined and Hermi-
tian.

Proof. Let f, g, h ∈ Sk, and c ∈ C. Since f and g are cusp forms, they decay
exponentially and hence the integral converges. The integral is also indepen-
dent of the choice of fundamental domains because dµ and f(z)g(z)(Im(z))k

are SL2(Z)-invariant, as we showed above. Now we verify it is Hermitian.

〈f + g, h〉 =
∫

Γ\H(f(z) + g(z))h(z)(Im(z))kdµ(z) =∫
Γ\H f(z)h(z)(Im(z))kdµ(z) +

∫
Γ\H g(z)h(z)(Im(z))kdµ(z) = 〈f, h〉+ 〈g, h〉

〈cf, g〉 =
∫

Γ\H cf(z)g(z)(Im(z))kdµ(z) =

c
∫

Γ\H f(z)g(z)(Im(z))kdµ(z) = c〈f, g〉.

〈g, f〉 =
∫

Γ\H g(z)f(z)(Im(z))kdµ(z) =
∫

Γ\H f(z)g(z)(Im(z))kdµ(z) =

〈f, g〉.

Assume f 6= 0, then 〈f, f〉 =
∫

Γ\H |f(z)|2(Im(z))kdµ(z) > 0.

Lemma 1.2. A finite-dimensional inner product space V over C is a Hilbert
space.

Proof. Clearly, V ∼= Cn. Let dim(V ) = n, and {v1, v2, ..., vn} an orthonor-
mal basis of V , and {e1, e2, ..., en} an orthonormal basis of Cn. Define
a linear isomorphism T : V → Cn, T (vi) = ei for i = 1, ..., n. Clearly,
〈T (vi), T (vj)〉 = 〈ei, ej〉 = δij = 〈vi, vj〉, so T also preserves the inner prod-
uct structure, hence V is also a Hilbert space.

Theorem 1.3. The space of cusp forms of weight k, Sk(Γ), is a Hilbert
space.
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Proof. By Corollary 1.5 in the third talk,Mk is finite-dimensional, so is Sk.
Hence, Lemma 1.1 shows that Sk is indeed a Hilbert space.

Recall the Riesz Representation Theorem from functional analysis:

Theorem 1.4. Let V be a finite-dimensional Hilbert space over C with an
Hermitian inner product 〈, 〉, and φ a linear functional V → C. For each
v ∈ V , there exists a unique w such that 〈v, w〉 = φ(v).

Proof. [1]

Recall that a cusp form f has a Fourier expansion f(z) =
∑

n>0 ane
2πinz.

Hence, we can define a linear functional

φkm : Sk → C, f 7→ am.

Let f(z) =
∑

n>0 ane
2πinz be an arbitrary cusp form of weight k. By The-

orem 1.4, we know that there exists a unique cusp form of weight k, here
denoted as P km, such that

〈f, P km〉 = φkm(f) = am.

Our next goal is to construct such a type of cusp forms, namely Poincaré
series.

2 The General Construction of Poincaré Series

Definition 2.1. A function µ : Γ × H → C× is called an automorphy
factor if for each α, β ∈ Γ, µα and µβ are holomorphic on H and µαβ(z) =
µα(βz)µβ(z).

Example 2.1. µγ(z) = (cz + d)k, γ =

(
a b
c d

)
.

We try to construct functions f on H satisfying the automorphic condi-
tion

f(γz) = µγ(z)f(z) ∀γ ∈ Γ,

for an arbitrary automorphy factor µγ .

The idea is attempting to write f as an average of a holomorphic function
over Γ. Specifically, we define f(z) =

∑
γ∈Γ

h(γz)
µγ(z) , and once we ensure that it

is convergent, we can show that this function satisfies the desired properties.

Lemma 2.1. f(z) =
∑

γ∈Γ
h(γz)
µγ(z) satisfies the automorphic condition.
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Proof. Choose an arbitrary α ∈ Γ, we have:

f(αz) =
∑

γ∈Γ
h(γαz)
µγ(αz) =

∑
γ∈Γ

h(γαz)µα(z)
µγα(z) = µα(z)f(z),

since the bijection Γ→ Γα, γ 7→ γα is easily constructed.

We need the series to converge absolutely, and uniformly on compact subsets
in H, but there are many γ ∈ Γ such that µγ(z) ≡ 1, so we define the
collection of such elements as

Γ∞ = {γ ∈ Γ | µγ ≡ 1}.

Lemma 2.2. Γ∞ is a subgroup in Γ.

Proof. Let α, γ ∈ Γ∞, then for every z ∈ H

µαγ(z) = µα(γz)µγ(z) = µα(γz) = 1;

Let I be the identity matrix, we have:

µII(z) = µI(z) = µI(z)µI(z)⇒ µI(z) = 1;

Let γ−1 be the inverse of γ, we have:

µγγ−1(z) = 1 = µγ(γ−1z)µγ−1(z) = µγ−1(z),

hence, γ−1 ∈ Γ∞.

Denote R = Γ/Γ∞, and let h be a Γ∞-invariant function on H. We change
our definition of f above to the following:

f : H→ C, f(z) =
∑

γ∈R
h(γz)
µγ(z) .

Lemma 2.3. f is well-defined and still satisfies the automorphic condition.

Proof. Suppose γ and γ′ are in the same coset, then γ = βγ′ for some
β ∈ Γ∞, then,

h(γz) = h(βγ′z) = h(γ′z), and
µγ(z) = µβγ′(z) = µβ(γ′z)µγ′(z) = µγ′(z).

Choose an arbitrary α ∈ Γ, we have:
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f(αz) =
∑

γ∈R
h(γαz)
µγ(αz) =

∑
γ∈R

h(γαz)
µγα(z)µα(z) =∑

γ∈R
h(γz)
µγ(z)µα(z) = µα(z)f(z)

because both R and Rα are sets of representations of Γ/Γ∞

Now let µγ(z) = (cz + d)k, γ =

(
a b
c d

)
∈ Γ

Lemma 2.4. Γ∞ = {±
(

1 n
0 1

)
, n ∈ Z}, hence

R = {
(
∗ ∗
c d

)
∈ SL2(Z), c ≥ 0} = {(c, d) ∈ Z2 | c ≥ 0, c and d coprime}

Proof. Clearly, {±
(

1 n
0 1

)
, n ∈ Z} ⊆ Γ∞. Conversely, suppose γ =

(
a b
c d

)
∈

Γ∞. Then µγ(z) = dk = 1 for every z ∈ H; since k is even, d can either be
1 or −1. c must be zero because otherwise µγ = (ci+ 1)k or (ci− 1)k, and
neither can be 1 for any k > 0. The value of b does not affect neither the
values of µγ nor the determinant of γ, so b can be any integer. d must be
equal to a, ensuring the determinant of γ to be 1.

Denote ±Tn = ±
(

1 n
0 1

)
, n ∈ Z. Suppose c ≥ 0, γ =

(
a b
c d

)
, and

α =

(
a′ b′

c′ d′

)
, and γ = α ∈ R, then γ = ±Tnα for some n ∈ Z. Then,

apparently c = c′, d = d′. Conversely, suppose α =

(
a′ b′

c d

)
. Observe that

since ad − bc = a′d − b′c = 1, gcd(c, d) = 1, and d(a − a′) = c(b − b′), so
c | d(a − a′), d | c(b − b′), and a−a′

c = b−b′
d . As we showed, c - d, d - c, so

c | (a−a′), d | (b− b′). Observe that Tnα =

(
a′ + cn b′ + dn

c d

)
. Therefore,

set n = a−a′
c = b−b′

d , we are done. If c < 0, then

(
a b
c d

)
= −T 0

(
−a −b
−c −d

)
.

Denote R′ = {(c, d) ∈ Z2 | c ≥ 0, c and d coprime}. Define a function

f : R → R′,
(
∗ ∗
c d

)
7→ (c, d)

Clearly, f is well-defined. f is injective: if f(

(
a b
c d

)
) = f(

(
p q
r s

)
) = (c, d),

then r = c, s = d, and

(
a b
c d

)
∼
(
p q
c d

)
. f is surjective since for every
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pair of coprime integers c and d, there exists integers a and b such that
ad− bc = 1.

The equivalence of R and R′ makes our definition of Poincaré series neater.

Definition 2.2. Denote e(z) = e2πiz, then the mth Poincaré series of weight
k for Γ is defined as:

P km(z) =
∑

γ∈Γ/Γ∞
jγ(z)−ke(mγz) =

∑
(c,d)∈R(cz + d)−ke2πimγz.

Proposition 2.1. P km is a modular form if k > 2.

Proof. Note that P k0 = Ek, the Eisenstein series of weight k, as we saw in
the second talk. If m > 0, and for any pair of coprime integers c and d,∣∣(cz + d)−ke2πimγz

∣∣ ≤ |cz + d|−k, so
∣∣P km(z)

∣∣ ≤ |Ek(z)| and hence P km is a
modular form.

3 The Fourier Expansion of Poincaré Series

In fact, P km is also a cusp form. To see this, we need to calculate its Fourier
expansion. Let akn be the nth coefficient of P km. Then by definition

akn = an =

∫ 1

0
P km(z)e−2πinz dz

=

∫ 1

0

∑
gcd(c,d)=1

c≥0

(cz + d)−ke2πimγze−2πinz dz

=

∫ 1

0

∑
d=±1
c=0

d−ke2πimze−2πinz dz +

∫ 1

0

∑
gcd(c,d)=1

c>0

(cz + d)−ke2πimγze−2πinz dz

where in the last step we used that if c = 0 and gcd(c, d) = 1 the only two
valid values for d are ±1. Now we look at the first term and see that

∫ 1

0
e−2πi(m−n)z dz = δmn.

So we get

akn = 2δmn +

∫ 1

0

∑
gcd(c,d)=1

c>0

(cz + d)−ke2πi(mγz−nz) dz.
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For a fixed c > 0 we can write d = lc+ d′ for l ∈ Z, 0 ≤ d′ < c.
It holds that l ≡ d′ mod c and gcd(c, d) = 1. So can write

an = 2δmn +
∑
c>0

d′ mod c
gcd(c,lc+d′)=1

∑
l∈Z

∫ 1

0
(c(z + l) + d′)−ke2πi(mγ(z+l)−nz) dz. (1)

We want to express γ(z+ l) in another way. For this we look at the following
equation:

az + b

cz + d
=
a

c
− 1

c(cz + d)

With this we see that

γ(z + l) =
a

c
− 1

c(c(z + l) + d)
. (2)

Putting equation (2) in (1) we get:

an = 2δmn +
∑
c>0

d mod c
gcd(c,d)=1
ad−bc=1

∑
l∈Z

∫ 1

0
(c(z + l) + d)−ke−2πinze

m(a
c
− 1
c(c(z+l)+d)

)
dz

We use the change of variables z + l = z′. Note that e2πinz = e2πinz′ .

an = 2δmn +
∑
c>0

d mod c
gcd(c,d)=1

∑
l∈Z

∫ l+1

l
(cz′ + d)−ke

ma
c
− m
c(cz+d)

−nz
dz′

= 2δmn +
∑
c>0

d mod c
gcd(c,d)=1

∫ ∞
−∞

(cz + d)−ke
ma
c
− m
c(cz+d)

−nz
dz
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Now we substitute z′ = z + d
c .

an = 2δmn +
∑
c>0

c−k
∑
c>0

d mod c
gcd(c,d)=1

e
ma
c

∫ ∞
−∞

z−ke
−m
c2z
−n(z− d

c
) dz

= 2δmn +
∑
c>0

c−k
∑
c>0

d mod c
gcd(c,d)=1

e
ma+nd

c

∫ ∞
−∞

z−ke
−m
c2z
−nz dz

Definition 3.1. The Kloosterman sums are defined as

K(m,n, c) =
∑

d mod c
gcd(c,d)=1

e
md+nd

c

where d is defined to be the inverse of d in

(
Z�cZ

)×
(dd = 1 mod c)

To use this definition in our calculation we need to verify that a = d. This

follows from the equation for the determinante of our matrix γ =

[
a b
c d

]
ad − bc = 1. From this we get that ad ≡ 1 mod c which is the same as
saying that a = d

Definition 3.2. We define the function I(m,n, c, k) to be

I(m,n, c, k) =

∫ ∞
−∞

z−ke
−m
c2z
−nz dz.

These two definitions let us write the Fourier coefficient as follows:

an = 2δmn +
∑
c>0

c−kK(m,n, c)I(m,n, c, k).

Definition 3.3. The Bessel function of order α is given by

Jα(z) =

∞∑
m=0

(−1)m

m!Γ(m+ α+ 1
(
z

2
)2m+α.

We can evaluate the integral I(m,n, c, k) as follows:

Lemma 3.1.

I(m,n, c, k) =


0 if n ≤ 0
(2πi)k(−n)k−1

(k−1)! if m = 0

2π(i)k(c
√

n
m)k−1Jk−1(4π

√
mn
c ) if m ≥ 1
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Proof. [2]

Now we look at the fourier coefficient in the case m = 0 which is given
by

an =
(2πi)k

(k − 1)!
nk−1

∑
c>0

d mod c
gcd(c,d)=1

c−ke
nd
c .

Definition 3.4. Let c, n ∈ Z, then we define to Ramanujan sums to be

Rc(n) =
∑

d mod c
gcd(c,d)=1

e2πind
c .

Lemma 3.2. Let σs(n) =
∑

d|n d
s and let ζ(s) denote the Riemann-Zeta-

Function. Then the following identity holds:

∞∑
c=1

Rc(n)

cs
=

σs−1(n)

ns−1ζ(s)
.

Proof. [3]

Using this identity in the above expression of our Fourier coefficient we
get

an =
(2πi)k

(k − 1)!

σk−1(n)

ζ(k)
.

Now we want to look at the case m ≥ 1. In this case a0 = 0 follows directly
from the evaluation of the integral I(m,n, c, k). Hence Poincaré series are
cusp forms, and P km = 0 for k ∈ {4, 6, 8, 10} since we already proved that
the discriminant function ∆ with degree 12 is the lowest degree cusp form.

Now that we have everything together we can express the nth coefficient of
the mth Poincaré series:

akn,m =
∑
c>0

K(m,n, c)

c

2π

ik

( n
m

) k−1
2
Jk−1

(
4π
√
mn

c

)
Theorem 3.3. Let f ∈ Sk(Γ) and P km(z) the mth Poincaré series.

Then 〈f, Pm〉 = ck,mam where f(z) =
∑
amq

m and ck,m = (k−2)!
(4πm)k−1 =

Γ(k−1)
(4πm)k−1
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We use the so called Rankin-Selberg method to map an integral over Γ\H
to an integral over Γ∞\H which we can understand better because it is just
a strip in the complex plane. We unfold the integral which simplifies the
fundamental domain.

Proof. We look at the case m > 0. Then we get

〈f, Pm〉 =

∫
Γ\H
f(z)Pm(z)yk

dxdy

y2

=

∫
Γ\H
f(z)

∑
γ∈Γ∞\Γ

e2πimγz(cz + d)−kyk
dxdy

y2

=
∑

γ∈Γ∞\Γ

∫
Γ\H
f(z)e−2πim(γz)j(γ, z)

−k
yk

dxdy

y2

=
∑

γ∈Γ∞\Γ

∫
γ(Γ\H)

f(γ−1z)e−2πimzj(γ, γ−1z)
−k

(Im(γ−1z))k
dxdy

y2

=
∑

γ∈Γ∞\Γ

∫
γ(Γ\H)

j(γ−1, z)kf(z)e−2πimzj(γ−1, z)
k yk

|j(γ−1, z)|2k
dxdy

y2

=
∑

γ∈Γ∞\Γ

∫
γ(Γ\H)

f(z)e−2πimzyk
dxdy

y2

=

∫
Γ∞\H

f(z)e−2πimxe−2πmyyk
dxdy

y2

The action Γ∞ on H is generated by the translation z 7→ z + 1 and hence
the fundamental domain is defined by 0 ≤ x ≤ 1. So we find

〈f, Pm〉 =

∫ ∞
0

∫ 1

0
f(z)e−2πimxe−2πmyyk

dxdy

y2

Now we write f(z) =
∑∞

n=1 ane
2πinz and notice that we can exchange the

sum and the integral by Fubini.

〈f, Pm〉 =

∞∑
n=1

an

∫ ∞
0

e−2π(m+n)yyk
dy

y2

∫ 1

0
e2πi(n−m)x dx︸ ︷︷ ︸

δmn

= am

∫ ∞
0

e−4πmyyk
dy

y2

= am(4πm)1−kΓ(k − 1)
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In the case m = 0 we first need to extend the definition of the Peterssen
inner product to entire modular forms in one component. This can be done
by using the same definition as before and we can check that this is well-
defined. Then we can see 〈f, P k0 〉 = a0 = 0. Also note that P k0 = Ek. So we
get that 〈f,Ek〉 = 0 and it follows that f and Ek are orthogonal.

Corollary 3.3.1. Let k ≥ 3 then {P km(z)|m ≥ 1} generate Sk(Γ).

Proof. Let M be the subspace of Sk(Γ) generated by P km and M⊥ the or-
thogonal complement. Take f ∈ M⊥ and by theorem 3.2 we get 〈f, Pm〉 =
ck,mam = 0, ∀m. From this we get that f ≡ 0.
Since f was an arbitrary element in M⊥ we get that Sk(Γ) = M .

Example 3.1. The discriminant function ∆(z) is a cusp form of weight 12
as seen earlier. We can express it as follows:

∆(z) = e2πiz
∞∏
n=1

(1− e2πinz)24 =

∞∑
n=1

τ(n)︸︷︷︸
nthfourier coeff.

e2πinz

Using the previous theorem for ∆ we get 〈∆, P 12
m 〉 = 10!τ(m)

(4πm)11 .

Since S12(Γ) is 1-dimensional, P 12
m is a scalar multiple of ∆. Hence we

can find P 12
m (z) = 10!τ(m)

(2πm)11〈∆,∆〉∆(z) by using the fourier expansion of ∆.

Additive:

Theorem 3.4. (Petersson trace formula)
Let F be an orthonormal basis of Sk(Γ0(N)). Then

Γ(k − 1)

(4π
√
mn)k−1

∑
f∈F

aman = δmn +
1

(2πi)k

∑
c>0
N |c

K(m,n, c)

c
Jk−1

(
4π
√
mn

c

)
.

Proof. [4]

Using the Petersson trace formula we see that P 12
m = 0 ⇐⇒ am = 0

Now there exists the very famous Lehmer conjecture which states that
am 6= 0∀m ≥ 1. This has been verified for m < 2268924278169599 by
Jordan and Kelly [5] but has not been proven yet.
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