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5.1. Directional derivative. Compute the directional derivatives of the following functions.

(a) f(x, y) = sin(x2) cos(y2), a = (0, 2), u = 2√
5(1

2 , 1);

(b) f(x, y) = e−x log(y), a = (0, 1), u = 1√
17(−1, 4);

(c) f(x, y) = ey tan(x) + 4yx3, a = (0, 1), u = 1√
17(−1, 4);

(d) f(x, y) = x5y + sin(x2

y ), a = (4, 2), u = 1√
5(−1,−2).

Solution:

(a) From the definition, we have

Duf(a) = d

dt
(f(a+ tu))|t=0

(1)

Then we compute

f(a+ tu) = sin
(
t2

5

)
cos

(
(2 + 2t√

5
)2
)

Taking the derivative gives

Duf(a) =
[
cos

(
t2

5

)
2t
5 cos

((
2 + 2t√

5

)2
)
− 4√

5

(
2 + 2t√

5

)
sin
(
t2

5

)
sin
((

2 + 2t√
5

)2
)]

t=0
= 0

(b) We have

f(a+ tu) = e
t√
17 log

(
1 + 4t√

17

)
.

Following the equation 1, we can compute

Duf(a) =

e t√
17

√
17

log
(

1 + 4t√
17

)
+ 4e

t√
17

√
17(1 + 4t√

17)


t=0

= log(1) + 4√
17

= 4√
17
.

(c) We have

f(a+tu) = e
(1+ 4t√

17
) tan

( −t√
17

)
+4
(

1 + 4t√
17

)( −t√
17

)3
= e

(1+ 4t√
17

) tan
( −t√

17

)
−4
(

1 + 4t√
17

)(
t√
17

)3

Following the equation 1, we can compute

Duf(a) =

 4√
17
e

(1+ 4t√
17

) tan
( −t√

17

)
+ e

(1+ 4t√
17

) −1
cos2( −t√17)

√
17

− 16√
17

t3
√

173 − 4
(

1 + 4t√
17

) 3t2
√

173

]
t=0

= −e√
17
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(d) We have

f(a+ tu) = 2
(

4− t√
5

)5 (
1− t√

5

)
+ sin

 (4− t√
5)2

2(1− t√
5)

 ,
and

Duf(a) =
[
− 10√

5

(
4− t√

5

)4 (
1− t√

5

)
− 2

(
4− t√

5

)5 1√
5

+ cos

 (4− t√
5)2

2(1− t√
5)

−4− t√
5√

5− t
+

2(4− t√
5)2

√
5(2− 2t√

5)2

]
t=0

=− 10√
5

256− 2 · 45 1√
5

+ cos(8)
(
− 4√

5
+ 2 · 16

4
√

5

)
=− 2560√

5
− 2048√

5
+ cos(8) 4√

5

=4608√
5

+ cos(8) 4√
5
.

5.2. Partial derivatives vs. differentiability. Define f : R2 → R to be the following
function

f(x, y) =


x2y

x4 + y2 wenn (x, y) 6= (0, 0)

0 wenn (x, y) = (0, 0).

(a) Show that, for any point a ∈ R2 and any direction u ∈ R2, f admits a directional
derivative Duf(a).

Tipp: To prove Duf(a) exists, one needs to show that t 7→ f(a+ tu) is differentiable
at the point t = 0. Recall the definition of differentiability in one variable and use the
value f(0, 0).

(b) Show that, f is not differentiable at the point (0, 0).

Tipp: Recall that, when f is differentiable at the point a ∈ R2, f is also continuous at a.

Solution:

(a) Let a = (x0, y0) 6= (0, 0) and u = (u1, u2) 6= (0, 0), then we have

f(a+ tu) = (x0 + tu1)2(y0 + tu2)
(x0 + tu1)4 + (y0 + tu2)2 .

The denominator 6= 0 and bounded away from 0 from below. Then by composition rule,
we have t 7→ f(a+ tu) is differentiable at the point t = 0. Now we have showed that f
admits all directional derivatives at a 6= 0. Next we prove, all directional derivatives at
the point a = (0, 0) exist. First note that f vanishes on the line {(x, y) ∈ R2 | x = 0}. It
follows that ∂f

∂y (0, 0) = 0. For any vector u = (r cos(θ), r sin(θ)) with sin(θ) 6= 0 we have

f((0, 0) + tu) = f(tu) = t3r3 cos2(θ) sin(θ)
t4r4 cos4(θ) + t2r2 sin2(θ)

= tr cos2(θ) sin(θ)
t2r2 cos4(θ) + sin2(θ)

.

Again since sin2(θ) 6= 0, we have Duf(0, 0) = d
dt |t=0f(tu) = r cos2(θ) sin(θ)

sin2(θ) = r cos2(θ)
sin(θ) .

This concludes our proof.

2/4



d-infk
Prof. Dr. Emmanuel Kowalski

Analysis II
Lösung von Serie 5

ETH Zürich
FS 2019

(b) Note that f vanishes on the line {(x, y) | y = 0, x 6= 0}. Then if the limit exists, we
know lim(x,y)→(0,0) f(x, y) = 0. However, for y = x2 we can see

f(x, x2) = x4

x4 + x4 = 1
2 .

The curve {(x, x2) | x ∈ R} converges to (0, 0) as x → 0, thus f is not continuous at
(0, 0).

5.3. Jacobi matrix 1. Consider the functions

α : R2 → R3 , (x, y) 7→

 x2 + ey

x+ y
y


and

β : R3 → R2 , (u, v, w) 7→
(
uv
w

)
.

Let γ = β ◦ α. Compute the Jacobi matrix of γ.

Solution: Since f : Rn → Rk and g : Rk → Rm are twice differentiable functions. The
composition g ◦ f : Rn → Rm is also differentiable and its derivatives at the point p ∈ Rn is
given by[

∂(g ◦ f)
∂x

]
p

=
[
∂g
∂x

]
f(p)
·
[
∂f
∂x

]
p

The Jacobi matrix of α is 2x ey

1 1
0 1


and the Jacobi matrix of β is(

v u 0
0 0 1

)
.

With the chain rule then we have

[
∂(γ1, γ2)
∂(x, y)

]
=

(
v u 0
0 0 1

)
u=x2+ey ,v=x+y,w=y

·

 2x ey

1 1
0 1


=

(
x+ y x2 + ey 0

0 0 1

)
·

 2x ey

1 1
0 1


=

(
3x2 + 2xy + ey ey(x+ y + 1) + x2

0 1

)
.
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5.4. Jacobi matrix 2. Compute the Jacobi matrix of the function

f : R3 → R3;

rθ
φ

 7→
r cos(θ) cos(φ)
r cos(θ) sin(φ)

r sin(θ)

 .

Solution:

∇f

rθ
φ

 =

 cos(θ) cos(φ) −r sin(θ) cos(φ) −r cos(θ) sin(φ)
cos(θ) sin(φ) −r sin(θ) sin(φ) r cos(θ) cos(φ)

sin(θ) r cos(θ) 0

 .
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