Complex Analysis Exercise 5

Prof. Dr. Paul Biran
Due: 18.10.2019

1. Compute the following integrals:
(@) Jisj=s D=0
(b) f\z\:Q %dza
(c) fw 2z — 3% + 1dz where 7 is the ellipse % + % =1,

(@) [, 4 (7= e}kos), where y = {[0 < ¢ < 7).

Solution. (a) We have

z 1 .z
(z—1)(z—4) 1—i\z—1 z—i)

By Cauchy’s integral formula,

z 1
—dz = -(2mi.1 — 27i.4) = 2mi.
/|Z|_3 (z—=1)(z—1) 1—1( )

(b) We have

/ e* d 1/ e*dz 1/ e*dz i -1y
———dz = ¢ - = =T7i(e—e 7).
|z|=2 2271 2 ‘Z‘:22’71 2 |z|:22+1

(¢) 2z + 1 has a primitive, so fv (22 + 1)dz = 0 for a closed curve 7. Hence,

2m
/2273§+1dz = / —3Zdz = 73/ (3cost—2isint)(—3sint+2icost)dt = —36mi.
2! g 0
(d) The function has a primitive:

d 1 1
) r_ 2 5 Logz\/ _ )
(2v3) = g (2edtory = —
in C — R™. Hence,

dZ 1.
— =92e2™ — 9¢0 =925 — 9.
/m/2



2. (a) Show that for any rational function R(x) which is defined on [—1, 1], the
following holds:

27 1 . %
/O R(cos@)de—/lz|_lR(2(z+z )

12

(b) Compute 02 49 _ for a > 1.

a+cosb

Solution. (a) Let v(t) = €%, t € [0,27]. Then,

1 2m it —it - it t 2m
R(f(z—#z’l))%:/ R(e e )w [ R(cost)do.
0

. —
2|=1 1z 2 e 0

(b) Roots of 22 + 2az + 1 are z = —a £ +va? — 1. Let z; = —a + Va2 — 1 and
29 = —a—+va? —1< —1. Then,

/2” do _/ a @_g/ 1 dz
o a-+cosh ‘Z‘=1a+%(z+z*1)iz_i loj=1 2 — 22 (2 — 21)

1 21

z1—22 Vaz-1"

By Cauchy’s formula, this is equal to 4

3. Compute fot xsin(2z)dz using the complex integral f[o 1l 2e2%dz.
Solution. Let y(z) =« + 0.7, 0 < z < ¢.Then,
/ ze?Pdz = / ze¥ .
o 0

Using integration by parts, we get

(cos% n tsin2t 1) n ,(sin2t tcos?t)

— =)+ — .
4 2 4 4 2

The imaginary part is the desired quantity.

4. (a) Liouville’s theorem says that every bounded entire function is constant.
Prove the theorem in the following way: Let f be an entire and bounded func-
tion. Pick a # b € C. Let R be a real number greater than |a| and |b|. Calculate

leI:R % and check what happens when R — oo.
(b) Let f be an entire function with two periods. Show that f is constant.

(c) Prove the fundamental theorem of algebra: Let p be a nonconstant polyno-
mial with complex coefficients. Then there exists o € C such that p(«) = 0.
(d)Find all entire function f such that |f/(z)] < e=(7¢®)” for all z € C.
Solution.(a) Assume that |f(z)| < C for all z € C. Pick R > maz(|al, |b]). By

Cauchy’s integral formula,

/—R (= _f((jz;iz— b) a2iib(f(a) — 1),




On the other hand,
/ f(z)dz
lzl=r (2 —a)(z — b)

gl @) = FO) 0. R

o —

C
(R — la)(R —[b])

<2mR

Therefore,

and hence f is constant.

(b) We may assume two periods to be 1 and 7 € C—R. Let A be a parallelogram
spanned by 1,7 and let M = maz{|f(2)|,z € A}. By the periodicity, |f(z)| <
M. By (a), f is constant.

(c) Let p(2) = anz™+---+ag where n > 0 and a,, # 0. As % — ay as z — 00,
there exists R > 0 such that

‘p(z)| > |an|

ZTL

Suppose that p(z) = 0 has no roots so that p~! is holomorphic. Let v, be a

clockwise oriented path of radius r around the origin. By Cauchy’s integral

formula,
1 dz 2
0% [p(0)~1] = | — / i (P .
# [p(0)| 27 /., zp(z) |ay,|r™

— 0, r— oo.

which leads to a contradiction.
(d) If f is an entire function, f’ is also entire. Since

F )] < e i’ <1,
/' is a constant function. On the other hand,
c=|f(2)] < e Be® 50, Rez— oo,

so f' =0 and f is a constant function.

5. Let D C C be a unit disk at the origin. Find all functions f(z) which are
holomorphic on D and which satisfy
) =G, n=234
Solution. We rewrite this as
fFA/n)(f(1/n) = 1/n)(f(1/n) +1/n) = 0.

At each n, one of the following holds: f(1/n) =0, f(1/n) =1/n, or f(1/n) =
—1/n. At least one of these three equations must hold for infinitely many n.
From the lemma below, either f(z) =0, f(z) =z, or f(z) = —=z.



Lemma 1. Let f be a holomorphic function on a (connected) domain D. Then
the following statements are equivalent:

(a) f(2) =0 for all z € D.
(b) The set Z ={z € D|f(z) =0} has a limit point in D.

Proof. (a) = (b): Clear.

(b) = (a): Let a be a limit point of Z in D. Take € > 0 such that B.(a) C D
and let f(z) = > re ax(z — a)* be the Taylor expansion of f centered about a.
Suppose that not all ai are zero and let K be the smallest k£ such that ax # 0.
Then

f(2) = (z = )" g(2), whereg(z) = ) ar(z — a)" .

k=K

There exists 0 > 0 such that g(z) # 0 on B;s(a). Thus on Bs(a), f(z) = 0. only
holds at a, contracting the fact that a is a limit point of Z.Hence f(z) = 0 on
B.(a). To show Z = D, use the connectivity of D. O



