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��1 a. The map f ◦ d : B → M ′ is an A-derivation, since, using the

B-linearity of f ,

f(d(bb′)) = f(bdb′ + b′db) = bf(db′) + b′f(db)

f(d(s(a))) = f(0) = 0

for all b, b′ ∈ B, a ∈ A.
b. Consider the free B-module

Ω := BdB =
⊕

db∈dB
B

generated by the set

dB := {db : b ∈ B}.

De�ne

ΩB/A := Ω/Ω′

where Ω is the B-submodule generated by the elements

d(bb′)− bdb′ − b′db
d(b+ b′)− db− db′

d(s(a))

for b, b′ ∈ B, a ∈ A. De�ne

du : B −→ ΩB/A

b 7−→ [db]

and

f : ΩB/A −→M

[db] 7−→ db.

Then f is well-de�ned and has the desired properties. For the

uniqueness, note that the universal derivation du is surjective, so

f is determined by f ◦ du = d.
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To conclude, ΩB/A is unique up to B-isomorphism: considerM =
ΩB/A, f = du and let Ω′B/A, d

′
u : B → Ω′B/A another solution of

the universal problem.

B ΩB/A

Ω′B/A

du

d′u

f ′

f

Let f ′ be the B-linear map such that f ′ ◦ d′u = du. By the above

property of ΩB/A, there is also a B-linear f so that f ◦ du = d′u.
Therefore

f ′ ◦ f ◦ du = du,

which implies f ′ ◦ f = 1 by the surjectivity of du.~�
��2 The map f : B⊗AN → B⊗AM is the uniquely de�ned B-linear map

so that the following square commutes:

N M

B ⊗A N B ⊗A M

1 ⊗ idN

f

1 ⊗ idM

ι

Let A = M = Z, B = Z/2Z, N = 2Z, then f is given by

Z/2Z⊗Z 2Z −→ Z/2Z⊗Z Z
[1]⊗ 2 7−→ [1]⊗ 2.

By exercise number 7 of the sheet 3, [1] ⊗ 2 is not 0 in Z/2Z ⊗Z 2Z,
but it's 0 in Z/2Z⊗Z Z, so f is not injective.~�
��3 For every B-module L, a A-linear map f : M → L induces a B-linear
map:

f ′ : B ⊗A M −→ L

b⊗m 7−→ bf(m).

We have a natural A-linear map

HomA(M,M ′) −→ HomB(B ⊗A M,B ⊗A M
′)

α 7−→ idB ⊗α.

Since on the right-hand side we have a B-module, we get an induced

B-morphism

Ψ : B ⊗A HomA(M,M ′) −→ HomB(B ⊗A M,B ⊗A M
′)
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given by

Ψ(b⊗ α) = b(idB ⊗α)

for b ∈ B, α ∈ HomA(M,M ′).

Let A = M ′ = Z B = M = Z/2Z, then

Z/2Z⊗Z HomZ(Z/2Z,Z)
Ψ−→ HomZ/2Z(Z/2Z⊗Z Z/2Z,Z/2Z⊗Z Z).

it's easy to check that HomZ(Z/2Z,Z) = 0, so the �rst module is 0.
The second one is isomorphic to Z/2Z, so Ψ is not an isomorphism.

The map Φ : (B⊗AM)⊗B (B⊗AM
′)→ B⊗A (M ⊗AM

′) is induced
by the B-bilinear map

(B ⊗A M)× (B ⊗A M
′) −→ B ⊗A (M ⊗A M

′)

(b⊗m, b′ ⊗m′) 7−→ bb′ ⊗ (m⊗m′).

The inverse of Φ is given by

b⊗ (m⊗m′) 7−→ (b⊗m)⊗ (1⊗m′) = (1⊗m)⊗ (b⊗m′)

for all b ∈ B, m ∈M , m′ ∈M ′.~�
��4 a. As in the previuos case, F is induced by the corresponding A-
bilinear map, and it's given by

F (f1 ⊗ f2) = (m1 ⊗m2 7→ f1(m1)⊗ f2(m2))

for every f1 ∈ HomA(M1, N1), f2 ∈ HomA(M2, N2), m1 ∈ M1

and m2 ∈M2.

b. Since the vector spaces HomK(M1, N1) ⊗K HomK(M2, N2) and

HomK(M1⊗KM2, N1⊗KN2) have the same dimension, it's enough

to check the injectivity of F . Let f1 ∈ HomK(M1, N1), f2 ∈
HomK(M2, N2) such that f1(m1) ⊗ f2(m2) = 0 for all m1 ∈ M1

and m2 ∈ M2. Observe that if fi(mi) 6= 0 (i = 1, 2), then fi(mi)
is part of a basis of Ni, so f1(m1) ⊗ f2(m2) is part of a basis of

N1⊗KN2, and it cannot be zero. On the other hand if f1(m1) = 0
or f2(m2) = 0, then the tensor product is 0. Since this holds for

all m1,m2, we conclude that f1 = 0 or f2 = 0, so f1 ⊗ f2 = 0.

c. To abbreviate, we'll denote an element of Z/4Z without the sym-

bol of class and by [·] an element in the quotient (Z/4Z)/(2Z/4Z).
In general, for an A-module M and an ideal I ⊆ A, we have

HomA(A/I,M) ' 0 :M I,

and by the A-freeness of A,

HomA(A,M) 'M.
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Hence we have an ismorphism

HomZ/4Z((Z/4Z)/(2Z/4Z),Z/4Z)⊗Z/4ZHomZ/4Z(Z/4Z, (Z/4Z)/(2Z/4Z))

' 2Z/4Z⊗Z/4Z (Z/4Z)/(2Z/4Z)

given by φ⊗ψ 7→ φ([1])⊗ψ(1) for all φ ∈ HomZ/4Z((Z/4Z)/(2Z/4Z),Z/4Z),
ψ ∈ HomZ/4Z(Z/4Z, (Z/4Z)/(2Z/4Z)). By a similar argument,

HomZ/4Z((Z/4Z)/(2Z/4Z)

⊗Z/4ZHomZ/4Z((Z/4Z)/(2Z/4Z)⊗Z/4ZZ/4Z,Z/4Z⊗Z/4Z(Z/4Z)/(2Z/4Z))

' Z/4Z⊗Z/4Z (Z/4Z)/(2Z/4Z)

α 7→ α([1]⊗ 1).

Moreover,

2Z/4Z⊗Z/4Z (Z/4Z)/(2Z/4Z) ' 2Z/4Z
2⊗ [1] 7→ 2.

The corresponding map F̃ induced by F sends 2 to 2⊗ [1], which
is 0 in Z/4Z⊗Z/4Z (Z/4Z)/(2Z/4Z). Clearly 1⊗ [1] /∈ im F̃ .

d. As an R-vector space, C ' R⊕ R; since the tensor product com-

mutes with �nite direct sums we have isomorphisms of R-vector
spaces

Cn ⊗R Cm ' R⊕2n ⊗R Cm

' (R⊗R Cm)⊕2n

' (Cm)2n

' R4mn.~�
��5 Let V be of dimension n over K and W of dimension m over K.

Choose basis E = {v1, . . . , vn} and F = {w1, . . . , wm} of V and W ,

respectively. Denote by

A = AE (φ) = (aij),

B = BF (φ) = (bij),

C = CE⊗F (φ⊗ ψ) = (cij)

the matrices associated to φ, ψ, φ⊗ ψ with respect to the basis indi-

cated, where E ⊗F = {vi⊗wj}i,j (choose an order for the element of

this basis of V ⊗K W ). For all i = 1, . . . , n, j = 1, . . . ,m one has

φ⊗ ψ(vi ⊗ wj) = φ(vi)⊗ ψ(wj)

=
∑
k

akivk ⊗
∑
h

bhjwh

=
∑
k,h

akibhj(vk ⊗ wh),
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which means that C is the matrix given by the Kronecker product

C = A⊗B =

a11B · · · a1nB
...

...

an1B · · · annB.


a.

TrC = a11 TrB + · · ·+ ann TrB = TrATrB.

b. The image of φ⊗ψ is generated by {φ(vi)⊗ψ(wj)}i,j . If φ(vi1), . . . , φ(vik)
(1 ≤ i1 < · · · < ik ≤ n) and ψ(wj1), . . . , ψ(wjh) (1 ≤ j1 < · · · <
jh ≤ m) are basis of imφ, imψ, respectively, then {φ(vil1 ) ⊗
ψ(wjl2

)}l1,l2 is a basis of im(φ⊗ ψ) = imφ⊗ imψ.

c. To prove the formula for the determinant of the Kronecker prod-

uct of matrices, consider the map φ⊗idW and choose the following

order for the basis

B := E⊗F = {v1⊗w1, v1⊗w2, . . . , v1⊗wm, v2⊗w1, . . . , vn⊗wm}.

Then

φ⊗ idW (vi ⊗ wa) = φ(vi)⊗ wa =
∑
j,b

ajiδabvj ⊗ wb.

This implies that the matrix D associated to the basis B is the

block-matrix

D =

A . . .

A


The determinant is the product of the determinants of the blocks,

i.e.

detD = (detA)m.

Analogously,

det(idV ⊗ψ) = (detB)n.

The desired formula is obtained by observing that

φ⊗ ψ = (φ⊗ idW )(idV ⊗ψ).

d. In general, using the de�nition, for any φ, φ′ ∈ HomK(V, V ) and

ψ,ψ′ ∈ HomK(W,W ), one has

(φ⊗ ψ)(φ′ ⊗ ψ′) = φφ′ ⊗ ψψ′.

Assume ψ and ψ diagonalizable; then there are invertible matrices

U,L and diagonal matrices ∆A,∆B so that

A = U−1∆AU,
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B = L−1∆BL.

It follows that

A⊗B = (U−1∆AU)⊗ (L−1∆BL)

= (U−1 ⊗ L−1)(∆AU ⊗∆BL)

= (U−1 ⊗ L−1)(∆A ⊗∆B)(U ⊗ L).

Conclude observing that ∆A ⊗∆B is diagonal and (U ⊗ L)−1 =
U−1 ⊗ L−1.

e. Let s > 0 so that φs = 0. Then by the above it follows that

(A⊗B)s = As ⊗Bs = 0.


