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Probability and Statistics

Exercise sheet 3

Exercise 3.1 We have two dice. One is ordinary with the numbers 1,2,3,4,5,6 and one is special
where 6 is replaced by 7 (i.e. 1,2,3,4,5,7). We flip a coin to decide which die is rolled. If flipping
the coin results in heads, the ordinary die is rolled, otherwise the special die is rolled.

(a) Define a suitable probability space (€2, F,P) using a Laplace model.

(i) Define random variables X : Q@ — R and Y : © — R such that X and Y represent the
outcomes of flipping the coin and of the roll of the die, respectively.

(ii) What is the cardinality |F|? Give examples of events Ey, Fs, F3, E4 € F such that
PIE) £ P[E], Vi # ).

(b) What is the probability that rolling the die results in an even number?

(c) Show that P[X =z,Y =y] # P[X = z]P[Y = y] for some z,y € R. (This means that the
random variables X and Y are not independent; see later and cf. Exercise 2.4 from Excercise
Sheet 2.)

Solution 3.1

(a) Q:={0,1}x{1,2,3,4,5,6}, F := 2%, P: F - [0,1], A > P[A] = 5} = L.

w2, wg <5,
i) X:Q-oRw—»Xw)i=wand Y : Q >R w—Y(Ww):=4¢6, wy=06andw =0,
7, ws=6andw =1.

An elegant way to write this is Y(w) := wol{w,<sy 4+ (W1 + w2) 1w, 55}
(ii) |F| = 2'2 = 4096, so there are many different possibilities to choose the examples—e.g.
B, =0,B, = {(0,1)}, E3 = {(0,1),(0,3),(1,2)}, B4 = Q with P[E}] = 0, P[Ey] = &

3 120
P[Es] = 15 P[E4] = 1.

(b) We can directly count that |[{w € Q : 3k € Nwith Y = 2k}| = 3+ 2 = 5. Hence, the
probability is P [{w € Q: 3k € N with Y = 2k}] = 2.

(¢) To show the dependence of the two random variables, it is sufficient to find one counterexample
for the equation. A simple choice is = 0 and y = 7. First we compute the left-hand side as

HweN: X(w)=0and Y(w) =7} _

P[X=0Y =7 = 5

0.

Now, we consider the right-hand side by starting with calculating the probability
CHweQ:X@=04 6 1

12 2

weQ:Y@=7]_ 1
12 12°
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So we can conclude that

PX=0,Y =7=0+#— =P[X =0]P[Y =7].

Exercise 3.2 Let (Sy,)n=0,1,...2n be a simple random walk on {—1, 132N, Fix a,b € Z
(a) Prove that T, := min{n : Sp = a} A 2N is a stopping time.
(b) Prove that 7, :== min{n > T, : S,, = b} A 2N is a stopping time.

(¢) Show that L = max{0 <n < 2N : 5, =0} is not a stopping time if N > 1.

Solution 3.2 Stopping times are defined in Definition 3.9 in the lecture notes. Let n € {0,...,2N}
and a,b € Z be arbitrary but fixed.

(a) We need to show that {w 1 Ty(w) < n} € F,, where F,, is defined in Definition 3.8
in the lecture notes. Recall that Fy = {0,Q}. Recall also that for any stopping time T,
{T§2N}:Qisin]:2N .

case 1) n = 2N: In this case, {w (Ta(w) <2N} =Q € Faop.
case 2) n € {1,...,2N — 1}: According to Definition 3.8, we define a set

k
C:= {x e {-1,1}": 3k € {0,...,n} with Zmi = a} C{-1,1}".
i=1

With this definition, we get
{w 1 To(w) <n} ={w (X (w),. ., Xp(w)) € C} € Fy.

case 3) n =0: If a =0, then T, = 0 and {w € Q : T,(w) < 0} = Q € Fy. If a # 0, then
To(w)#0forallwand {we Q:T, <0} =0 e F.

(b) We need to show that {w tp(w) < n} € Fp, where F, is defined in Definition 3.8 in the
lecture notes.

case 1) n = 2N: In this case, {w ‘1p(w) <2N} =Q € Fon.
case 2) n € {1,...,2N — 1}: According to Definition 3.8, we define a set

k ¢
C:= {J; e{-1,1}":3k <L € {0,...,n} with Zx, =a and Zml = b} C {-1,1}".
i=1 i=1

With this definition, we get
{w npw) <n}={w (X (w)y ..., Xp(w)) € C} € Fu.
case 3) n = 0: Since T, > 0 we directly get that 7, > 0, which implies {w € Q: 7, <0} =0 € Fp.

(¢) We prove the result by contradiction. If L were a stopping time, then (3.12) would imply for
example that {w: L(w) < 0} € Fy = {0,Q}. But we can show that {w : L(w) < 0} is neither
the empty set () nor the whole sample space €.

We start by showing {w : L(w) < 0} # () by writing down explicitly an w* € {w : L(w) < 0},
namely w* = (1,...,1), since L(w*) = 0, because S, (w*) =n # 0, Vn > 0.

We finish the proof by showing {w : L(w) < 0} # Q by writing down explicitly an w® ¢
{w: L(w) < 0}, namely w° = (1,-1,1,1,1,...,1). Then L(w°) = 2 because Sa(w*) =0 and
Sp(w®) >0, VYn > 2.
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Exercise 3.3 Let (S,,)n—01... .~ be asimple random walk on {—1,1}". Consider the strategy of
first betting 1 and then successively tripling your bet until you win for the first time.

(a) Describe this strategy by a gambling strategy V.

(b) Calculate the resulting total income (V' « S)n and its expected value E[(V « S)n].

(c) Calculate the distribution of (V + S)y and use this to compute E [(V « S) ] again.

(d) Can you find a gambling system V with (V + )y = Sx*?

Solution 3.3
(a) Set V4 :=1 and recursively V41 := 3Vilix,——1y so that
Vi1 = 3", e =1y = 355y

This is indeed a gambling system as V441 only depends on X1, ..., Xy. With 7 := min{k €
{1,...,N} : X = +1} and min0 := N + 1, we can also write V; = 3" 'y for k €
{1,...,N}.

(b) By definition,

2

N
(V-S)n = ZVk(Sk - Sk—1) = ZVka
k=1

k=1

N
=> 3" Xl jisry
k=1

On the set {r = N 4+ 1} = {-1,...,—1}, this gives
N N-1 1
— k—1 _ i N
(V-S)N—kg_li’) (-1)=- E_OS ——5(3 —1).

On {7 = K < N}, we have analogously

K K—-1
(V-S)n = 3" 1X, =Y 3F1(=1) + 35 (+1)
k=1 k=1

1 1
= —5(3“1 —1)+381 = 5(3“1 +1).

We can write this as
1 1, .
(V-S)n = —5(31\7 — Dlrsny + 5(3 Y DIg<ny-

Because V is a gambling system, we have E[(V + S)ny] = 0 from Satz 3.17 from the lecture
notes.

(c) Because P[r =N +1]=2"" and P[r = K < N| = 27K we get

27N and

P {(V Sy = (3 1)]

1

el

(3514 1)) =27K for K € {1,...,N}.

[ S
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So we compute

N
E[(V.S)n] = ,27(N+1)(3N — 1)+ Z 27(K+1)(3K71 +1) =
K=1
1/3\V 1 1 /5t 1 X
—__ = 7271\/ - e - 27(1{71)
() X (G) +ix

=1

Of course, the result is the same as in (b), but the computations are much more tedious.

(d) No. By Satz 3.17, we have E[(V + S)n] = 0 for any gambling system. But Sy* is nonnegative
and not identically 0, i.e., P [SN4 > O] > 0. So we must have E [SNﬂ > 0, and no V as
desired can exist.

If you have feedback regarding the exercise sheets, please send a mail to Jakob Heiss.
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