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Chapter 1

Riemannian manifolds

Riemannian metrics and distance functions

In the following, M will always denote an m-dimensional smooth manifold, that is,
a differentiable manifold of class C∞. The tangent and cotangent bundles of M are
denoted by T M and T M∗, respectively, the vector spaces of C∞ sections by Γ(T M)
(vector fields) and Γ(T M∗) (1-forms). For integers r, s ≥ 0,

Tr ,sM = T M ⊗ . . . ⊗ T M︸               ︷︷               ︸
r

⊗T M∗ ⊗ . . . ⊗ T M∗︸                 ︷︷                 ︸
s

denotes the (r, s)-tensor bundle of M; thus T1,0M = T M , T0,1M = T M∗, and, by
convention, T0,0M = C∞(M). For p ∈ M , the fiber

Tr ,sMp = T Mp ⊗ . . . ⊗ T Mp ⊗ T M∗p ⊗ . . . ⊗ T M∗p

will be identified with the vector space of multilinear functions

T M∗p × . . . × T M∗p︸                 ︷︷                 ︸
r

×T Mp × . . . × T Mp︸                 ︷︷                 ︸
s

→ R.

With this identification, an (r, s)-tensor field T ∈ Γ(Tr ,sM) corresponds to an
R-multilinear map

T : (Γ(T M∗))r × (Γ(T M))s → C∞(M)

that is C∞(M)-homogeneous in every argument. A (1, s)-tensor field T is often
viewed as the s-linear map (Γ(T M))s → Γ(T M), denoted again by T , such that
T(θ,V1, . . . ,Vs) = θ(T(V1, . . . ,Vs)) for all θ ∈ Γ(T M∗) and V1, . . . ,Vs ∈ Γ(T M).

1.1 Definition A Riemannian metric g on M is a (0,2)-tensor field (that is, g ∈
Γ(T0,2M)) such that for all p ∈ M ,

gp : T Mp × T Mp → R
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is an inner product (a positive definite symmetric bilinear form). The pair (M,g) is
called a Riemannian manifold.

For any chart ϕ : U → ϕ(U) ⊂ Rm of M , the restriction of g to U has a
representation of the form

g |U =

m∑
i, j=1

gi j dϕi ⊗ dϕ j,

where (dϕi ⊗ dϕ j)(X,Y ) = dϕi(X)dϕ j(Y ) = X(ϕi)Y (ϕ j) for X,Y ∈ Γ(TU). Note
that gi j = g

(
∂
∂ϕi ,

∂
∂ϕ j

)
= gji ∈ C∞(U).

It is customary to just write 〈 · , · 〉 in place of g.

1.2 Remark On every smooth manifold M there exists a Riemannian metric g.
This can be shown by means of a partition of unity (exercise).

If (M̄, ḡ) is a Riemannian manifold and F : M → M̄ is an immersion of another
smooth manifold M , then

(F∗ḡ)p(v,w) := ḡF(p)(F∗v,F∗w) = ḡF(p)(dFp(v), dFp(w))

v,w ∈ T Mp, defines the pull-back metric F∗ḡ on M .

1.3 Definition Two Riemannian manifolds (M,g) and (M̄, ḡ) are called isometric
if there exists a diffeomorphism F : M → M̄ such that F∗ḡ = g; then F is called an
isometry from (M,g) to (M̄, ḡ). A smooth map F : M → M̄ is called an isometric
immersion if F∗ḡ = g. If, in addition, F is an embedding, then F is called an
isometric embedding.

By the famous Nash embedding theorem [Na1956], every C∞ Riemannian
manifold (M,g) of dimension m admits an isometric C∞ embedding into the Eu-
clidean space (Rn, 〈 · , · 〉eucl) for some n = n(m) (a quadratic polynomial in m).
The (much more flexible) C1 case was considered earlier by Nash [Na1954] and
Kuiper [Ku1955].

We now prove that a connected Riemannian manifold is, in a natural way, also
a metric space.

1.4 Theorem (distance function) Let (M,g) be a connectedRiemannianmanifold.
For every pair of points p,q ∈ M , define d(p,q) as the infimum of L(c) taken over
all piecewise C1 curves c : [a, b] → M from p to q, that is, with c(a) = p and
c(b) = q. This yields a distance function (metric) on M , and the topology induced
by d agrees with the given topology of M .

For non-connected Riemannian manifolds, the result still holds, except that
d(p,q) = ∞ for points in distinct connected components.
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Proof : Since M is connected, any two points in M can be connected by a piecewise
C1 curve c : [a, b] → M , and any such curve has finite length. Hence d is finite,
and clearly d ≥ 0, d(p, p) = 0, d(p,q) = d(q, p), and d(p,q) ≤ d(p, p′) + d(p′,q)
for all p, p′,q ∈ M . To show that d is a metric, it remains to check that d(p,q) > 0
if p , q. Given such p and q, let (ϕ,U) be a chart of M with p ∈ U and ϕ(p) = 0.
Let ε > 0 be such that the ball Bε := {x ∈ Rm : |x |eucl ≤ ε} is contained in ϕ(U),
and consider the compact set K := ϕ−1(Bε ). Since M is Hausdorff, K is closed in
M , and we can fix ε > 0 so that q < ϕ−1(Bε ), where Bε is the open ball. Let now
c : [a, b] → M be a piecewise C1 curve from p to q, and put

s := sup{t ∈ [a, b] : c([a, t]) ⊂ K}.

Then c([a, s]) ⊂ K since K is closed, and c(s) < ϕ−1(Bε ). Hence, c̄ := ϕ◦c |[a,s] is a
piecewise C1 curve in Bε connecting 0 to a boundary point of Bε . Put ḡ := (ϕ−1)∗g

on ϕ(U). Since Bε is compact, there exists a constant λ > 0 such that |v |ḡx ≥ λ |v |eucl
for all v ∈ Rm and x ∈ Bε . Now L(c) ≥ L(c |[a,s]) = Lḡ(c̄) ≥ λ Leucl(c̄) ≥ λε ,
independently of the choice of c, thus d(p,q) ≥ λε > 0.

The same argument shows that if p ∈ M , (ϕ,U) is a chart with ϕ(p) = 0, and
ε > 0 is such that Bε ⊂ ϕ(U), then there is a δ > 0 such that

B(p, δ) := {p′ ∈ M : d(p, p′) < δ} ⊂ ϕ−1(Bε ).

Furthermore, there is a constant δ′ ∈ (0, ε] such that the line segment from 0 to any
point in Bδ′ has length < ε with respect to ḡ = (ϕ−1)∗g, thus

ϕ−1(Bδ′) ⊂ B(p, ε).

These inclusions show that the two topologies agree. �

The Levi-Civita connection

1.5 Definition Let M be a smooth m-dimensional manifold. A connection ∇ on
T M is an R-bilinear map ∇ : Γ(T M) × Γ(T M) → Γ(T M), where ∇(X,Y ) is written
as ∇XY , with the following properties:

(1) ∇ f XY = f∇XY ,

(2) ∇X( fY ) = X( f )Y + f∇XY ,

for all X,Y ∈ Γ(T M) and f ∈ C∞(M).

Thus, a connection∇ isC∞(M)-homogeneous (“tensorial”) in the first argument
and satisfies a product derivation rule in the second. For a given vector field
Y ∈ Γ(T M), the map ∇.Y : Γ(T M) → Γ(T M) defines a (1,1)-tensor field, thus

3



(∇XY )p depends only on Xp. On the other hand, if X is fixed, (∇XY )p depends only
on the restriction of Y to a neighborhood U of p. For this, it suffices to check that
(∇XY )p = 0 if Y |U ≡ 0. Choose f ∈ C∞(M) such that f (p) = 0 and f |M\U ≡ 1.
Then Y = fY , hence ∇XY = X( f )Y + f∇XY by (2). Since Yp = 0 and f (p) = 0,
this shows that (∇XY )p = 0. In particular, for every open set U ⊂ M there is a
well-defined induced connection on TU, still denoted by ∇, such that

∇X |U (Y |U ) = (∇XY )|U

for all X,Y ∈ Γ(T M). In fact, more is true, see Remark 1.7 below.
We now consider the representation of a connection ∇ in local coordinates or,

more generally, with respect to amoving frame (A1, . . . , Am) on an open setU ⊂ M .
This means that Ai ∈ Γ(TU) for all i and (A1 |p, . . . , Am |p) is a basis of T Mp for all
p ∈ U. (For example, Ai =

∂
∂ϕi for a chart (ϕ,U).) The Christoffel symbols of ∇

with respect to (A1, . . . , Am) are defined by

∇Ai Aj =

m∑
k=1
Γ
k
i j Ak,

where Γki j ∈ C∞(U) for all i, j, k ∈ {1, . . . ,m}.

1.6 Lemma For vector fields X =
∑m

i=1 X iAi and Y =
∑m

j=1 Y j Aj on U,

∇XY =
m∑
k=1

(
X(Y k) +

m∑
i, j=1

X iY j
Γ
k
i j

)
Ak .

Proof : By property (2) in Definition 1.5,

∇XY =
m∑
j=1
∇X(Y j Aj) =

m∑
j=1

(
X(Y j)Aj + Y j ∇X Aj

)
.

Furthermore, by property (1) and the definition of the Christoffel symbols,

∇X Aj =

m∑
i=1
∇X i Ai

Aj =

m∑
i=1

X i ∇Ai Aj =

m∑
i,k=1

X i
Γ
k
i j Ak .

Combining these identities we obtain the result. �

This can also be written as follows. Let (α1, . . . , αm) be the coframe field dual
to (A1, . . . , Am), that is, α j ∈ Γ(TU∗) and α j(Ai) = δ

i
j for all i, j ∈ {1, . . . ,m}. (For

example, Ai =
∂
∂ϕi and α j = ∂ϕ j .) The 1-forms

ωk
j :=

m∑
i=1
Γ
k
i jα

i
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for j, k ∈ {1, . . . ,m} are called connection forms of ∇ with respect to the given
frame field (A1, . . . , Am). For X and Y as above, αi(X) = X i, thus

∇XY =
m∑
k=1

(
dY k(X) +

m∑
j=1

Y jωk
j (X)

)
Ak

or, more briefly, ∇Y =
∑

k

(
dY k +

∑
j Y jωk

j

)
Ak .

1.7 Remark From Lemma 1.6 we see that (∇XY )p depends in fact only on Xp

and the values of Y along a curve c : (−ε, ε) → M with c(0) = p and c′(0) = Xp,
because Xp(Y k) = dY k

p (Xp) = (Y k ◦ c)′(0).

1.8 Definition Let M be a smooth manifold with a connection ∇ on T M .

(1) The map T : Γ(T M) × Γ(T M) → Γ(T M),

T(X,Y ) := ∇XY − ∇Y X − [X,Y ],

is called the torsion tensor of ∇, and ∇ is torsion-free if T ≡ 0.

(2) Given a Riemannian metric g = 〈 · , · 〉 on M , the connection ∇ is said to be
compatible with g if, for all X,Y, Z ∈ Γ(T M),

Z 〈X,Y〉 = 〈∇Z X,Y〉 + 〈X,∇ZY〉,

where Zp acts as derivation on the function q 7→ 〈Xq,Yq〉.

Note that, for any f ∈ C∞(M),

T( f X,Y ) = f∇XY −
(
Y ( f )X + f∇Y X

)
−

(
f [X,Y ] − Y ( f )X

)
= f T(X,Y )

and, hence, T(X, fY ) = −T( fY,X) = − f T(Y,X) = f T(X,Y ). Thus the map T
defines a (1,2)-tensor field on M .

1.9 Theorem (Levi-Civita connection) For every Riemannian manifold (M,g)

there exists a unique connection on T M that is torsion-free and compatible with g.

This connection, which we denote by D instead of ∇, is called the Levi-Civita
connection of g = 〈 · , · 〉 and is characterized by the property that theKoszul formula

2〈DXY, Z〉 = X 〈Y, Z〉 + Y 〈X, Z〉 − Z 〈X,Y〉(KF)
− 〈X, [Y, Z]〉 − 〈Y, [X, Z]〉 + 〈Z, [X,Y ]〉

holds for all X,Y, Z ∈ Γ(T M).
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Proof : Suppose first that there exists a connection D on T M that is compatible
with g = 〈 · , · 〉 and torsion-free. Then, starting with the first three terms on the
right-hand side of (KF) and using these two properties, one finds that

X 〈Y, Z〉 + Y 〈X, Z〉 − Z 〈X,Y〉

= 〈X,DY Z − DZY〉 + 〈Y,DXZ − DZ X〉 + 〈Z,DXY + DY X〉

= 〈X, [Y, Z]〉 + 〈Y, [X, Z]〉 + 〈Z,2DXY − [X,Y ]〉.

Thus (KF) holds for D, for all X,Y, Z ∈ Γ(T M), and this determines D uniquely.
For the existence, it remains to verify that the unique R-bilinear map D : Γ(T M) ×
Γ(T M) → Γ(T M) given by (KF) has the desired properties.

To see that D f XY = f DXY , replace X by f X in (KF). Note that f can be factored
out of the sum of the second and the last term on the right-hand side, because
Y 〈 f X, Z〉 = Y ( f )〈X, Z〉 + fY 〈X, Z〉 and 〈Z, [ f X,Y ]〉 = 〈Z, f [X,Y ] −Y ( f )X〉. The
same holds for the third and fifth term, and the result follows.

Next, replace Y by fY in (KF). Then, as above, f can be factored out of the
term −Z 〈X, fY〉 − 〈X, [ fY, Z]〉, whereas for the first and last term on the right,

X 〈 fY, Z〉 + 〈Z, [X, fY ]〉 = f
(
X 〈Y, Z〉 + 〈Z, [X,Y ]〉

)
+ 2〈X( f )Y, Z〉.

It follows that 2〈DX( fY ), Z〉 = 2〈X( f )Y, Z〉 + f · 2〈DXY, Z〉, which yields the
product rule DX( fY ) = X( f )Y + f DXY .

To verify that D is torsion-free, note that the expression consisting of the first
five terms on the right-hand side of (KF) is symmetric in X and Y . Thus

2〈DXY − DY X, Z〉 = 〈Z, [X,Y ] − [Y,X]〉 = 2〈Z, [X,Y ]〉.

Similarly, to check that D is compatible with g, note that switching Y and Z in
(KF) does not affect the first term on the right-hand side but corresponds to a sign
change for the remaining part. Thus

2〈DXY, Z〉 + 2〈DXZ,Y〉 = 2X 〈Y, Z〉.

This concludes the proof. �

If (ϕ,U) is a chart of M and Ai := ∂
∂ϕi are the coordinate vector fields, then

[Ai, Aj] = 0, hence the Koszul formula yields
m∑
k=1
Γ
k
i jgkl = 〈DAi Aj, Al〉 =

1
2
(
Aigjl + Ajgil − Algi j

)
.

Solving this equation for Γki j , we obtain the expression

Γ
k
i j =

1
2

m∑
l=1

gkl
(
∂gjl

∂ϕi
+
∂gil

∂ϕ j
−
∂gi j

∂ϕl

)
,

where (gkl) denotes the matrix inverse to (gkl). Note that Γki j = Γ
k
ji.

6



Vector fields along maps

Let F : N → M be a smooth map. By a vector field Y along F we mean a smooth
map Y : N → T M such that Yp := Y (p) ∈ T MF(p) for all p ∈ N . We write
Γ(F∗T M) for the set of all vector fields along F. For example, if Z ∈ Γ(T M), then
Z ◦ F ∈ Γ(F∗T M). On the other hand, any X ∈ Γ(T N) induces a vector field

F∗X ∈ Γ(F∗T M), F∗Xp := dFp(Xp).

An important special case of this is the velocity vector field

c′ :=
d
dt

c := c∗
( d

dt

)
∈ Γ(c∗T M)

of a curve c : I → M with parameter t.

1.10 Proposition Let F : N → M be a smooth map, and let ∇ be a connection on
T M . Then there is a uniqueR-bilinear map ∇F : Γ(T N)×Γ(F∗T M) → Γ(F∗T M),
where ∇F (X,Y ) is written as ∇FXY , with the following properties:

(1) ∇Ff XY = f∇FXY ,

(2) ∇FX ( fY ) = X( f )Y + f∇FXY ,

(3)
(
∇FX (Z ◦ F)

)
p = ∇F∗Xp Z ,

for all X ∈ Γ(T N), Y ∈ Γ(F∗T M), f ∈ C∞(N), Z ∈ Γ(T M), and p ∈ N .

The map ∇F is called the connection along F induced by ∇. This result will
be established together with the following lemma. Consider again a moving frame
(A1, . . . , Am) on an open set U ⊂ M , and let Γki j denote the respective Christoffel
symbols of ∇. Let V ⊂ N be an open set such that F(V) ⊂ U.

1.11 Lemma Given X ∈ Γ(T N) and Y ∈ Γ(F∗T M), if X i,Y j ∈ C∞(V) are such
that F∗X =

∑
i X i(Ai ◦ F) and Y =

∑
j Y j(Aj ◦ F) on V , then

∇FXY =
m∑
k=1

(
X(Y k) +

m∑
i, j=1

X iY j(Γki j ◦ F)
)
(Ak ◦ F)

on V .

Proof of Proposition 1.10 and Lemma 1.11: Suppose first that a (possibly non-
unique) map ∇F as in the proposition exists. Like for ∇, any bilinear map ∇F

satisfying (1) and (2) is defined locally on N . Thus, by (2),

∇FXY =
m∑
j=1
∇FX (Y

j(Aj ◦ F)) =
m∑
j=1

(
X(Y j)(Aj ◦ F) + Y j ∇FX (Aj ◦ F)

)
7



on V . Furthermore, by (3) and (1),(
∇FX (Aj ◦ F)

)
p = ∇F∗Xp Aj =

m∑
i=1

X i(p)∇(Ai◦F)p Aj

for all p ∈ V . This gives the local representation stated in the lemma and shows
that ∇F is uniquely determined. Adopting this formula as a (local) definition of
∇F , one can then easily check that properties (1) to (3) are satisfied. �

1.12 Proposition Let F : N → M , ∇, and ∇F be given as above.

(1) For X,Y ∈ Γ(T N), define

TF (X,Y ) := ∇FXF∗Y − ∇FY F∗X − F∗[X,Y ] ∈ Γ(F∗T M).

Then (TF (X,Y ))p = T(F∗Xp,F∗Yp) for all p ∈ N . In particular, if ∇ is
torsion-free, then TF ≡ 0.

(2) If ∇ is compatible with a Riemannian metric g = 〈 · , · 〉 on M , then

X 〈V,W〉 =
〈
∇FXV,W

〉
+

〈
V,∇FXW

〉
for all X ∈ Γ(T N) and V,W ∈ Γ(F∗T M).

Proof : For (1), note that TF is a local operator, like ∇F . It thus suffices to consider
vector fields X,Y on F−1(U), where U ⊂ M is the domain of a moving frame
(A1, . . . , Am). Then F∗X =

∑
i X i Ai ◦ F and F∗Y =

∑
j Y j Aj ◦ F for smooth

functions X i,Y j on F−1(U). Now

∇FXF∗Y =
m∑
j=1

X(Y j) Aj ◦ F +
m∑
j=1

Y j ∇FX (Aj ◦ F),

and the second sum equals

m∑
j=1

Y j ∇F∗X Aj =

m∑
i, j=1

X iY j (∇Ai Aj) ◦ F .

The term ∇FY F∗X is computed similarly. Furthermore, one can check that

F∗[X,Y ] =
m∑
j=1

(
X(Y j) − Y (X j)

)
Aj ◦ F +

m∑
i, j=1

X iY j [Ai, Aj] ◦ F .

From these identities, and since T is a tensor field, it follows that

TF (X,Y ) =
m∑

i, j=1
X iY j T(Ai, Aj) ◦ F = T(F∗X,F∗Y ).

8



For the proof of (2), note that the bilinear form

(V,W) 7→ X 〈V,W〉 − 〈∇FXV,W〉 − 〈V,∇FXW〉

is C∞(N)-homogeneous in both arguments, as is readily checked. Therefore it
suffices to take V = Ai ◦ F and W = Aj ◦ F for vector fields Ai, Aj on an open set
U ⊂ M as above. Then

X 〈Ai ◦ F, Aj ◦ F〉 = X(〈Ai, Aj〉 ◦ F) = (F∗X)〈Ai, Aj〉.

Now use the compatibility of ∇ and the relation ∇F∗X Ak = ∇
F
X (Ak ◦ F). �

If ∇ = D is the Levi-Civita connection of (M,g), then ∇F = DF is called the
Levi-Civita connection along F. The superscript F will most often be omitted. For
X = ∂

∂ϕi or X = d
dt (in the case that N = I ⊂ R), we write DXY as

D
∂ϕi

Y or
D
dt

Y,

repectively. A vector field Y along a curve c : I → M is called parallel if

D
dt

Y =
Dc

dt
Y ≡ 0.

In a chart (ϕ,U), if c : I → U ⊂ M and ϕ◦c =: (x1, . . . , xm), then (ϕ◦c)Û=
∑

i Ûxiei
and Ûc =

∑
i Ûxi

∂
∂ϕi ◦ c. Hence, for a vector field Y =

∑
j Y j ∂

∂ϕi ◦ c along c,

D
dt

Y =
m∑
k=1

(
ÛY k +

m∑
i, j=1
ÛxiY j(Γki j ◦ c)

)
∂

∂ϕk
◦ c

by Lemma 1.11. Thus Y is parallel if and only if

ÛY k +

m∑
i, j=1
ÛxiY j(Γki j ◦ c) = 0

for k = 1, . . . ,m. This is a linear system of ordinary differential equations of first
order for Y1, . . . ,Ym.

1.13 Proposition Let c : [a, b] → M be a C1-curve. Then for every v ∈ T Mc(a)

there exists a unique parallel vector field Y c
v along c with Y c

v (a) = v.

Proof : This follows from the existence and uniqueness of solutions for ordinary
differential equations. �

9



The map Pc : T Mc(a) → T Mc(b) defined by Pc(v) := Y c
v (b) is called parallel

transport along c. This is a linear isometry, since for all v,w ∈ T Mc(a),

d
dt
〈Y c

v ,Y
c
w〉 =

〈 D
dt

Y c
v ,Y

c
w

〉
+

〈
Y c
v ,

D
dt

Y c
w

〉
= 0

on [a, b]. In general, Pc depends on c and not only on the end points of c. The
holonomy group Holp of (M,g) at p is the group of all isometries of T Mp of the
form Pc for a piecewise C1 curve c : [a, b] → M with c(a) = c(b) = p. Most often,
Holp acts transitively on the unit sphere S(1) ⊂ T Mp. This statement is made
precise in Berger’s holonomy theorem [Be1955].

Geodesics and the exponential map

1.14 Definition A curve c : I → (M,g) with D
dt Ûc ≡ 0 is called a geodesic.

In particular | Ûc | is constant, thus geodesics are parametrized proportionally to
arc length. If t 7→ c(t) is a geodesic and α, β ∈ R, then s 7→ c̃(s) := c(αs + β) is a
geodesic.

Let now c : [a, b] → M be any smooth curve. Consider a smooth variation
γ : (−ε, ε) × [a, b] → M of c = γ(0, · ). We let V := γ∗ ∂∂s ∈ Γ(γ

∗T M) denote the
variation vector field, and we put γs := γ(s, · ) and Vs := V(s, · ).

1.15 Theorem (first variation of arc length) If | Ûc(t)| = λ , 0 for all t ∈ [a, b],
then

d
ds

���
s=0

L(γs) =
1
λ

(〈
V0(t), Ûc(t)

〉���b
a
−

∫ b

a

〈
V0(t),

D
dt
Ûc(t)

〉
dt

)
.

Proof : By the second part of Proposition 1.12, for all t ∈ [a, b],

∂

∂s
| Ûγs(t)| =

1
2| Ûγs(t)|

∂

∂s
〈 Ûγs(t), Ûγs(t)〉 =

1
| Ûγs(t)|

〈 D
∂s
Ûγs(t), Ûγs(t)

〉
,

and, by the first part, D
∂s Ûγ =

D
∂s γ∗

∂
∂t =

D
∂t γ∗

∂
∂s =

D
∂tV . Hence,

∂

∂s

���
s=0

L(γs) =
1
λ

∫ b

a

〈 D
dt

V0(t), Ûc(t)
〉

dt.

Since the integrand equals d
dt 〈V0(t), Ûc(t)〉 −

〈
V0(t), Ddt Ûc(t)

〉
, the result follows. �

The variation γ is called proper if γs(a) = c(a) and γs(b) = c(b) for all s. It
follows that a C∞ curve c : [a, b] → M is a geodesic if and only if | Ûc | is constant
and d

ds

��
s=0 L(γs) = 0 for every proper variation γ of c.
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In a chart (ϕ,U), if c : I → U ⊂ M and ϕ ◦ c =: (x1, . . . , xm), then

D
dt
Ûc =

m∑
k=1

(
Üxk +

m∑
i, j=1
Ûxi Ûx j(Γki j ◦ c)

)
∂

∂ϕk
◦ c.

Thus c is a geodesic if and only if

Üxk +
m∑

i, j=1
Ûxi Ûx j(Γki j ◦ c) = 0

for k = 1, . . . ,m. This is a non-linear system of ordinary differential equations of
order two for x1, . . . , xm, called the geodesic equation.

1.16 Proposition (1) For every v ∈ T M there exists a geodesic cv : (αv,ωv) →

M defined on a maximal interval (αv,ωv) around 0 such that Ûcv(0) = v.

(2) The set W := {(v, t) : v ∈ T M, t ∈ (αv,ωv)} is open in T M ×R, and the map
W → M , (v, t) 7→ cv(t), is C∞.

If W = T M × R, that is, (αv,ωv) = (−∞,∞) for all v ∈ T M , then (M,g) is
called geodesically complete.

Proof : This follows from existence, uniqueness and smooth dependence of solu-
tions on initial conditions for ordinary differential equations. �

Note that (v, t) ∈ W if and only if (tv,1) ∈ W , because cv(t) = ctv(1). The set

Ω := {v ∈ T M : (v,1) ∈ W}

is open in T M .

1.17 Definition The C∞ map exp: Ω→ M defined by exp(v) = cv(1) is called the
exponential map of M . For p ∈ M , we put Ωp := Ω ∩ T Mp and

expp := exp |Ωp : Ωp → M .

Note that expp(tv) = ctv(1) = cv(t) for all t ∈ (αv,ωv).
Regarding the terminology, note that if M = S1 is the unit circle in C with the

induced metric, then TS1
1 = Ri, and exp1(ti) = cos(t) + sin(t)i = eti for all t ∈ R.

More generally, suppose that (G, ·, e) is a Lie group with a bi-invariant Riemannian
metric 〈 · , · 〉, and X,Y are two left-invariant vector fields. Then the corresponding
Levi-Civita connection satisfies DXY = 1

2 [X,Y ] (exercise). Thus the integral curve
c : R→ G of X with c(0) = e is a geodesic:

D
dt
Ûc =

D
dt
(X ◦ c) = D ÛcX = (DXX) ◦ c = 0.

Therefore the Lie group exponential map Xe 7→ c(1) agrees with the Riemannian
exponential map, and for any subgroup G ⊂ GL(n,C), the former is given by the
matrix exponential function A 7→ eA.

11



1.18 Remark For every p ∈ M , the differential d(expp)0 is the identity map on
T Mp (where T(T Mp)0 is identified with T Mp): for all v ∈ T Mp,

d(expp)0 (v) =
d
dt

���
t=0

expp(tv) =
d
dt

���
t=0

cv(t) = v.

In particular, there exists an open neighborhood Vp ⊂ Ωp of 0 in T Mp such that
expp |Vp : Vp → expp(Vp) =: Up ⊂ M is a diffeomorphism.

For a linear isometry H : (T Mp,gp) → (R
m, 〈 · , · 〉), this yields so-called normal

coordinates
ϕ := H ◦

(
expp |Vp

)−1 : Up → H(Vp) ⊂ Rm

around p.

1.19 Lemma In normal coordinates ϕ around p ∈ Mm,

gi j(p) = δi j,
∂gi j

∂ϕk
(p) = 0, and Γ

k
i j(p) = 0

for all i, j, k ∈ {1, . . . ,m}.

Proof : Since d(expp)0 = id onT Mp, it follows that ∂
∂ϕi

��
p
= d(ϕ−1)0 (ei) = H−1(ei),

thus gi j(p) = δi j . If v ∈ T Mp, t ∈ R, and tv ∈ Vp, then

(x1(t), . . . , xm(t)) := ϕ(cv(t)) = ϕ(expp(tv)) = H(tv) = t H(v),

and the geodesic equation for t 7→ cv(t) reads

m∑
i, j=1
Ûxi Ûx j(Γki j ◦ cv) = 0

(k = 1, . . . ,m). For t = 0 and v = H−1(ei + ej), this gives Γki j(p)+Γ
k
ji(p) = 0. Since

D is torsion-free, Γki j = Γ
k
ji, so Γ

k
i j(p) = 0. Furthermore,

∂gi j

∂ϕk
=

m∑
l=1

(
Γ
l
ki gl j + gilΓ

l
k j

)
because D is compatible with g, hence also ∂gi j

∂ϕk (p) = 0. �

1.20 Proposition (Gauss lemma) Suppose that v ∈ T Mp and q := expp(v) is
defined. The differential

Tv := d(expp)v : T(T Mp)v = T Mp → T Mq

has the property that 〈Tv(v),Tv(w)〉q = 〈v,w〉p for all w ∈ T Mp.
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Note that Tv(v) =
d
dt

��
t=1 expp(tv) = Ûcv(1).

Proof : Suppose that v , 0. Givenw ∈ T Mp, choose ε > 0 such that expp(v+sw) is
defined for all s ∈ (−ε, ε). Consider the family of radial geodesics γs : [0,1] → M ,
γs(t) := expp(t(v + sw)), where γ0 = cv |[0,1]. By the first variation formula,
Theorem 1.15,

d
ds

���
s=0

L(γs) =
1
|v |

〈 d
ds

���
s=0

γs(1), Ûcv(1)
〉
=

1
|v |
〈Tv(w),Tv(v)〉.

Since L(γs) = |v + sw | and

d
ds

���
s=0
|v + sw | =

1
|v |
〈w, v〉,

this gives the result. �

1.21 Proposition Let p ∈ M , and suppose that r > 0 is such that expp is defined
on Br := {v ∈ T Mp : |v | < r} and expp |Br is a diffeomorphism onto expp(Br ).

(1) If v ∈ Br and γ : [a, b] → M is a piecewise C1 curve from p to
expp(v) = cv(1), then L(γ) ≥ L(cv |[0,1]) = |v |, and equality holds only
if γ is a reparametrization of cv |[0,1]. In particular d(p, cv(1)) = |v |.

(2) If % ∈ (0,r), and q ∈ M is a point with d(p,q) ≥ %, then there is a v ∈ Br

with |v | = % such that % + d(cv(1),q) = d(p,q).

Note that expp(Br ) ⊂ B(p,r) := {q ∈ M : d(p,q) < r} whenever expp is
defined on Br ⊂ T Mp. The second part of the proposition shows in particular that
if expp |Br is a diffeomorphism, then for every q with d(p,q) = % < r there is a
v ∈ Br with cv(1) = q, thus expp(Br ) = B(p,r).

Proof : Let v ∈ Br and γ : [a, b] → M be given as in (1). There exists a maximal
s ∈ (a, b] such that γ([a, s]) ⊂ expp(B |v |) (compare the proof of Theorem 1.4),
and the piecewise C1 curve β : [a, s] → B |v | defined by β(t) := exp−1

p (γ(t)) for
all t ∈ [a, s] connects 0 to a boundary point of B |v | ⊂ T Mp. There is no loss of
generality in assuming that β(t) , 0 for t > a. Then, for all but finitely many t,
the derivative β′(t) exists and can be written as β′(t) = λ(t)β(t) + w(t) for some
λ(t) ∈ R and a vector w(t) ∈ T Mp orthogonal to β(t). By Proposition 1.20, for
Tβ(t) := d(expp)β(t),

|γ′(t)|2 =
��Tβ(t)(β′(t))��2 = |λ(t)β(t)|2 + ��Tβ(t)(w(t))��2.

It follows that
L(γ) ≥ L(γ |[a,s]) ≥

∫ s

a

|λ(t)β(t)| dt.
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On the other hand,

L(cv |[0,1]) = |v | = |β(s)| =
∫ s

a

|β(t)|′ dt,

where |β(t)|′ = 1
|β(t) | 〈β

′(t), β(t)〉 = λ(t)|β(t)| ≤ |λ(t)β(t)|. We conclude that
L(γ) ≥ L(cv |[0,1]). If equality holds, then s = b, and w(t) = 0 and λ(t) ≥ 0 for all
but finitely many t; thus γ is a (piecewise C1) reparametrization of cv |[0,1].

We prove (2). Suppose that % ≤ d(p,q) < ∞. Choose v with |v | = % such that
q′ := expp(v) minimizes the distance to q. Let ε > 0, and let γ : [a, b] → M be a
piecewise C1 curve from p to q of length L(γ) < d(p,q) + ε . Since q < expp(B%),
it follows as above that there is an s ∈ [a, b] such that γ(s) = expp(v

′) for some v′

with |v′ | = %. By (1), d(p, γ(s)) = % = d(p,q′), hence

d(p,q) + ε > L(γ) ≥ d(p, γ(s)) + d(γ(s),q) ≥ d(p,q′) + d(q′,q)

by the choice of q′. Since ε > 0 was arbitrary, it follows by the triangle inequality
that d(p,q) = d(p,q′) + d(q′,q) = % + d(cv(1),q). �

1.22 Corollary Every geodesic c : I → M is locally length minimizing, that is, for
all t ∈ I there exists δ > 0 such that if t ′, t ′′ ∈ I ∩ [t − δ, t + δ] and t ′ < t ′′, then
L(c |[t′,t′′]) = d(c(t ′), c(t ′′)).

Proof : Suppose that c is parametrized by arc-length, and put p := c(t). Let again
Ω ⊂ T M denote the domain of exp. Note that (π |Ω,exp) : Ω → M × M is regular
at 0p ∈ T Mp, because the projection π : T M → M maps 0q to q for all q, and by
Remark 1.18. It follows that there is an ε > 0 such that expq |Bε : Bε → expq(Bε )
is a diffeomorphism for every q ∈ B(p, ε). Now, for any δ < ε/2, the result follows
from the first part of Proposition 1.21. �

The Hopf–Rinow Theorem

The following fundamental result was established in [HoR1931] for surfaces, and
the generalization to higher dimensions is immediate (compare [My1935]).

1.23 Theorem (Hopf–Rinow 1931) Let (M,g) be a connected Riemannian mani-
fold. Then the following are equivalent:

(1) (M, d) is complete.

(2) (M,g) is geodesically complete, that is, exp is defined on T M .

(3) There exists a point p ∈ M such that expp is defined on T Mp.

(4) (M, d) is proper; that is, all bounded closed subsets are compact.
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If these properties hold, then for every pair of points p,q ∈ M there exists a geodesic
from p to q of length d(p,q).

A Riemannian manifold (M,g) is called complete if M is connected and prop-
erties (1) to (4) hold. Notice that every compact connected Riemannian manifold
is complete.

Proof : Part I. Suppose first that (3) holds. We show that for every q ∈ M there
is a geodesic from p to q of length d(p,q). Let r > 0 be such that expp |Br is a
diffeomorphism onto expp(Br ), and suppose that % ∈ (0,r) and d(p,q) > %. By
Proposition 1.21, there exists a geodesic of length % from p to a point q′ such that

% + d(q′,q) = d(p,q).

Then, since expp is defined on T Mp, there is a geodesic ray c : [0,∞) → M
emanating from p such that | Ûc | ≡ 1 and c(%) = q′. Put

A :=
{
t ∈ [0, d(p,q)] : t + d(c(t),q) = d(p,q)

}
,

and note that % ∈ A. Let s ∈ A be such that % ≤ s < d(p,q). Applying
Proposition 1.21 again, but with p′ := c(s) in place of p, we infer that there exist
%′ > 0 and a geodesic σ : [s, s + %′] → M of length %′ from p′ to a point q′′ such
that

%′ + d(q′′,q) = d(p′,q).

Since s ∈ A, we get that s + d(p′,q) = d(p,q) and thus

(s + %′) + d(q′′,q) = d(p,q).

Now c |[0,s] followed by σ is a piecewise geodesic of length s + %′ = d(p,q) −
d(q′′,q) ≤ d(p,q′′) from p to q′′, hence a minimizing geodesic. By the uniqueness
of geodesics, c(s + %′) = q′′, and so s + %′ ∈ A. Thus, we have shown that for
every s ∈ A with % ≤ s < d(p,q) there is a t ∈ A bigger than s. Since A is closed,
it follows that d(p,q) ∈ A. Hence, c(d(p,q)) = q.

Part II. Suppose again that (3) holds. Then it follows from Part I that B(p,r) ⊂
expp(Br ) for all r > 0, and the reverse inclusion is clear. Hence, since Br is
compact and expp is continuous, B(p,r) is compact as well. This shows that (3)
implies (4), and clearly (4) implies (1).

Next, assume that (1) holds. Let v ∈ T M be any unit vector, and let
cv : [0,ωv) → M be the maximal geodesic ray with inital vector v. Suppose
that ωv < ∞. Choose a sequence 0 < ti ↑ ωv. Then the sequence (cv(ti)) is Cauchy
and thus converges to a point q ∈ M by (1). Since the domain of exp is open
in T M , there exists an ε > 0 such that every geodesic γ with γ(0) ∈ B(q, ε) and
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|γ′(0)| = 1 is defined at least on (−ε, ε). It follows that if i is sufficiently large, so
that ti > ωv − ε , then

d(cv(ti),q) = lim
j→∞

d(cv(ti), cv(tj)) ≤ lim
j→∞
|ti − tj | = ωv − ti < ε,

therefore cv can be extended to [0, ti + ε). Since ti + ε > ωv, this contradicts the
maximality of cv. This shows that ωv = ∞. Hence, (1) implies (2), and clearly (2)
implies (3).

Finally, by Part I of the proof, (2) implies the last assertion of the theorem. �

Geodesic metric spaces

We conclude this chapter with a brief discussion of a metric analogue of the Hopf–
Rinow theorem due to Stefan Cohn-Vossen [Co1935].

Let (X, d) be a metric space. Recall that the length of a curve c : I → X is
defined by

L(c) := sup
k∑
i=1

d(c(ti−1), c(ti)) ∈ [0,∞],

where the supremum is taken over all finite sequences t0 ≤ t1 ≤ . . . ≤ tk in I. The
curve c has constant speed or is parametrized proportionally to arc length if there
exists a constant λ ≥ 0 such that L(c |[t ,t′]) = λ |t − t ′ | whenever t, t ′ ∈ I and t ≤ t ′,
and c has unit speed or is parametrized by arc length if λ = 1.

A metric space (X, d) is called an inner metric space or a length space if, for
every pair of points p,q ∈ X ,

d(p,q) = inf L(c),

where the infimum is taken over all curves c : [0,1] → X from p to q.

1.24 Definition Let (X, d) be a metric space. A curve c : I → X is called a
geodesic if c has constant speed and for all t ∈ I there exists a δ > 0 such that
L(c |[t′,t′′]) = d(c(t ′), c(t ′′))whenever t ′, t ′′ ∈ I ∩[t− δ, t+ δ] and t ′ < t ′′. The curve
c is called a minimizing geodesic if L(c |[t′,t′′]) = d(c(t ′), c(t ′′)) for all t ′, t ′′ ∈ I with
t ′ < t ′′. We call (X, d) a geodesic metric space if for every pair of points p,q ∈ X
there exists a minimizing geodesic c : [0,1] → X from p to q.

Every geodesic metric space is a length space. A partial converse is given by
the following metric analogue of the Hopf–Rinow theorem.

1.25 Theorem (Cohn-Vossen 1935) Let X be a length space. If X is locally com-
pact and complete, then X is a proper geodesic metric space.
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None of the assumptions can be omitted, as the following examples show. The
length space R2 \ {0} (with the induced inner metric) is locally compact, but not
complete. The length space obtained from a sequence of disjoint segments [ai, bi]
with bi − ai = 1 + 1

i , i ∈ N, by gluing each ai to a1 and each bi to b1 is complete,
but not locally compact. Neither of these length spaces is a geodesic metric space.

Proof : Fix a base point z ∈ X , and let I denote the set of all r ≥ 0 such that the
closed ball B(z,r) is compact. Clearly I is an interval containing 0. To prove that
X is a proper metric space, it suffices to show that I = [0,∞). Let r ∈ I. Use
the local compactness of X to cover the compact ball B(z,r) with finitely many
balls B(xi, εi) such that the B(xi, εi) are compact. Then

⋃
B(xi, εi) is compact and

contains B(z,r+δ) for some δ > 0, hence r+δ ∈ I. This shows that I is open relative
to [0,∞). To prove that I is also closed, suppose that [0,R) ⊂ I, R > 0, and let
(yj)j∈N be a sequence in B(z,R). Choose a decreasing sequence (εi)i∈N converging
to 0, with εi < R. Since X is a length space, it follows that for all i, j there exists
an xij ∈ B(z,R − εi

2 ) such that d(xij, yj) ≤ εi. The sequence (x
1
j ) has a convergent

subsequence (x1
j(1,k)). Consider the corresponding sequence (x2

j(1,k)) and pick a
convergent subsequence (x2

j(2,k)). Then consider (x3
j(2,k)) and select a converging

subsequence (x3
j(3,k)). Continue in this manner. Finally, put j(k) := j(k, k) for

k ∈ N. The sequence (xi
j(k)
)k∈N converges for every i ∈ N. We claim that the

associated sequence (yj(k)) is Cauchy. Let ε > 0 and choose i with εi ≤ ε . Then
d(xi

j(k)
, xi

j(l)
) ≤ ε for k, l sufficiently large. It follows that

d(yj(k), yj(l)) ≤ d(yj(k), xij(k)) + d(xij(k), x
i
j(l)) + d(xij(l), yj(l))

≤ εi + ε + εi ≤ 3ε .

Since X is complete, (yj(k)) converges. This shows that every sequence (yj)j∈N in
B(z,R) has a convergent subsequence. Hence B(z,R) is compact, that is, [0,R] ⊂ I.
Thus I is both open and closed in [0,∞), so I = [0,∞). This proves that X is proper.

To show that X is geodesic, let p,q ∈ X . Since X is a length space, it follows
that for every n ∈ N there exists a curve cn : [0,1] → X of constant speed from p
to q such that L(cn) = d(p,q) + 1

n . Since the image of cn lies in the compact ball
B(p, d(p,q) + 1), it follows by the Arzelà–Ascoli theorem that the cn converge to a
minimizing geodesic from p to q. �
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Chapter 2

Curvature

The curvature tensor

2.1 Definition Let (M,g = 〈 · , · 〉) be a Riemannian manifold with Levi-Civita
connection D. The map R : Γ(T M)3 → Γ(T M) defined by

R(X,Y )W := DXDYW − DYDXW − D[X ,Y]W

is called the Riemann curvature tensor of (M,g). Briefly,

R(X,Y ) = [DX,DY ] − D[X ,Y].

The curvature tensor of an arbitrary connection ∇ on T M is defined analogously.

The opposite sign convention is also common. It is straight-forward to check
that R defines a (1,3)-tensor field: for f ∈ C∞(M),

R( f X,Y )W = f DXDYW − DY ( f DXW) − D f [X ,Y]W + DY( f )XW

= f R(X,Y )W,

hence R(X, fY )W = −R( fY,X)W = − f R(Y,X)W = f R(X,Y )W , and

R(X,Y )( f W) = DX

(
Y ( f )W + f DYW

)
− DY

(
X( f )W + f DXW

)
− [X,Y ]( f )W − f D[X ,Y]W

= f R(X,Y )W .

In a chart (ϕ,U), with Ai := ∂
∂ϕi ,

DAk
DAl

Aj = DAk

( m∑
s=1
Γ
s
l j As

)
=

m∑
s=1

(
Ak(Γ

s
l j)As + Γ

s
l jDAk

As

)
,
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and DAk
As =

∑
i Γ

i
ks

Ai. It follows that

R(Ak, Al)Aj =

m∑
i=1

Ri
jklAi,

Ri
jkl := Ak(Γ

i
l j) − Al(Γ

i
k j) +

m∑
s=1

(
Γ
s
l jΓ

i
ks − Γ

s
k jΓ

i
ls

)
.

Notice the (traditional) index pattern: the upper index and the first lower index
of Ri

jkl
represent the endomorphism R(Ak, Al) : Γ(TU) → Γ(TU). By putting

Ri jkl :=
∑m

r=1 gir Rr
jkl
, one gets the ϕ components of R as a (0,4)-tensor field, also

denoted by R:

R : Γ(T M)4 → C∞(M), R(V,W,X,Y ) := 〈V,R(X,Y )W〉,

thus R(Ai, Aj, Ak, Al) = 〈Ai,R(Ak, Al)Aj〉 =
〈
Ai,

∑
r Rr

jkl
Ar

〉
= Ri jkl.

2.2 Proposition (symmetry properties) For all vector fields V,W,X,Y ∈ Γ(T M),

(1) R(Y,X)W = −R(X,Y )W (thus R(V,W,Y,X) = −R(V,W,X,Y )),

(2) R(X,Y )W + R(Y,W)X + R(W,X)Y = 0,

(3) R(W,V,X,Y ) = −R(V,W,X,Y ),

(4) R(X,Y,V,W) = R(V,W,X,Y ).

Property (2) is called the first Bianchi identity.

Proof : (1) clearly holds for the curvature tensor of any connection.
To verify (2) and (3), it suffices to consider local coordinate vector fields

V,W,X,Y , so that all Lie brackets vanish. Then the cyclic sum in (2) equals

DXDYW − DYDXW

+ DYDW X − DW DY X

+ DW DXY − DXDWY,

which is zero since D is torsion-free. Next, since D is compatible with g,

XY 〈V,V〉 = 2X 〈V,DYV〉 = 2〈DXV,DYV〉 + 2〈V,DXDYV〉

and Y X 〈V,V〉 = 2〈DYV,DXV〉 + 2〈V,DYDXV〉. Taking the difference, we get
0 = [X,Y ]〈V,V〉 = 2〈V,R(X,Y )V〉 = 2R(V,V,X,Y ), which yields (3).

Lastly, the “pair symmetry” (4) follows algebraically from properties (1)–(3).
The expression

R(V,W,X,Y ) + R(W,V,Y,X) − R(X,Y,V,W) − R(Y,X,W,V)

+ R(V,X,Y,W) + R(W,Y,X,V) − R(X,V,W,Y ) − R(Y,W,V,X)

+ R(V,Y,W,X) + R(W,X,V,Y ) − R(X,W,Y,V) − R(Y,V,X,W)
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vanishes, because the sum of each column is zero by (2). Furthermore, by (1)
and (3), the last two rows vanish as well, whereas the first row is equal to
2R(V,W,X,Y ) − 2R(X,Y,V,W). This gives (4). �

The following result supplements Proposition 1.12.

2.3 Proposition Let R be the curvature tensor of a connection ∇ on T M . For
another manifold N and a smooth map F : N → M , let RF denote the curvature
tensor of the connection ∇F along F, given by

RF(X,Y )W := ∇FX∇
F
Y W − ∇FY ∇

F
XW − ∇F

[X ,Y]W ∈ Γ(F
∗T M)

for X,Y ∈ Γ(T N) and W ∈ Γ(F∗T M). Then

(RF(X,Y )W)p = R(F∗Xp,F∗Yp)Wp

for all p ∈ N .

Proof : Let A1, . . . , Am be coordinate vector fields on an open set U ⊂ M . Suppose
that X,Y are vector fields on F−1(U), and write F∗X =

∑
i X i Ai ◦ F and F∗Y =∑

j Y j Aj ◦ F for smooth functions X i,Y j on F−1(U). Furthermore, suppose that
W = A ◦ F on F−1(U) for a vector field A on U, and put Bk := ∇Ak

A. Then
∇FY (A ◦ F) = ∇F∗Y A =

∑
j Y j Bj ◦ F, hence

∇FX∇
F
Y (A ◦ F) =

m∑
j=1

X(Y j) Bj ◦ F +
m∑
j=1

Y j ∇FX (Bj ◦ F),

and the second sum equals
m∑
j=1

Y j ∇F∗XBj =

m∑
i, j=1

X iY j (∇Ai Bj) ◦ F .

The term ∇FY ∇
F
X (A ◦ F) is computed similarly. Furthermore, by the formula for

F∗[X,Y ] stated in the proof of Proposition 1.12, and since [Ai, Aj] = 0,

∇F
[X ,Y](A ◦ F) = ∇F∗[X ,Y]A =

m∑
j=1

(
X(Y j) − Y (X j)

)
Bj ◦ F .

From these identities, it follows that

RF (X,Y )(A ◦ F) =
m∑

i, j=1
X iY j (∇Ai Bj − ∇A j Bi) ◦ F

=

m∑
i, j=1

X iY j (R(Ai, Aj)A) ◦ F

= R(F∗X,F∗Y )(A ◦ F).

This gives the result. �
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Sectional curvature

2.4 Definition Let P be a 2-dimensional linear subspace of T Mp, and let (v,w) be
a basis of P. The number

sec(P) =
〈v,R(v,w)w〉
|v |2 |w |2 − 〈v,w〉2

=
R(v,w, v,w)

|v |2 |w |2 − 〈v,w〉2

is called the sectional curvature of P.

The Gram determinant |v |2 |w |2 − 〈v,w〉2 gives the square of the area of the
parallelogram spanned by v and w. The number sec(P) is well-defined in that it
does not depend on the choice of the basis of P, since the quotient is invariant under
the maps (v,w) 7→ (w, v), (v,w) 7→ (λv,w), and (v,w) 7→ (v + λw,w) for λ ∈ R

(use Proposition 2.2).
If the metric g is multiplied by a constant, g̃ = λ2g, where λ > 0, then the

connection D and hence R, as a (1,3)-tensor field, are not affected, so

secg̃(P) =
λ2〈v,R(v,w)w〉

λ4(|v |2 |w |2 − 〈v,w〉2)
=

1
λ2 secg(P).

2.5 Remark For p ∈ M , let G2(T Mp) denote the set of all linear 2-planes in
T Mp. The sectional curvature function secp : G2(T Mp) → R, together with gp,
determines the curvature tensor at p completely. In fact, Rp(v,w, x, y) can be
expressed as a sum of terms of the form ±Rp(a, b,a, b) =: ±Sp(a, b). To see this,
note first that

3R(x, y)w = R(x,w + y)(w + y) − R(x,w)w − R(x, y)y

− R(y,w + x)(w + x) + R(y,w)w + R(y, x)x,

due to properties (1) and (2) in Proposition 2.2. Now take the inner product with v,
and use the pair symmetry (4) and polarization for each of the six terms on the right
hand side; for example, 2〈v,R(x,w)w〉 = 2R(v,w, x,w) = S(v + x,w) − S(v,w) −
S(x,w).

For dim(M) = 2, the function K : M → R, K(p) = sec(T Mp), is the Gauss
curvature of M . In a chart (ϕ,U),

K |U =
R1212

det(gi j)
.

2.6 Definition A complete Riemannian manifold M with constant sectional cur-
vature sec ≡ κ is called a space form. A space form is called spherical, flat, or
hyperbolic depending on whether κ > 0, κ = 0, or κ < 0, respectively.
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If sec ≡ κ ∈ R, then the curvature tensor satisfies

R(X,Y )W = κ
(
〈Y,W〉X − 〈X,W〉Y

)
(exercise). We shall see that the model spaces

Sm ⊂ (Rm+1, 〈 · , · 〉eucl) (κ = 1),
(Rm, 〈 · , · 〉eucl) (κ = 0),
Hm ⊂ (Rm,1, 〈 · , · 〉L) (κ = −1)

are, up to scaling, the only simply connected m-dimensional space forms, and every
m-dimensional space form with sec ≡ κ ∈ {−1,0,1} is a quotient of one of these
(see Theorem 4.10).

Ricci and scalar curvature

Let V be an m-dimensional R-vector space; for example, T Mp. Then (1,1)-tensors
T ∈ V1,1 = V ⊗ V∗ appear in two equivalent forms:

T : V∗ × V → R and T̃ : V → V,

where T(θ,X) = θ(T̃(X)) for all θ ∈ V∗ and X ∈ V . The contraction C(T) =
C(T̃) ∈ R is the trace of T̃ . With respect to a basis (e1, . . . , em) and the dual basis
(ε1, . . . , εm),

T =
∑
i, j

T i
j ei ⊗ ε

j and T̃ ej =
∑
i

T i
j ei

(where (ei ⊗ ε j)(θ,X) = θ(ei)ε j(X)), hence

C(T) = C(T̃) =
∑
i

T i
i =

∑
i

T(ε i, ei) =
∑
i

ε i(T̃(ei)).

If the (1,1)-tensor T is decomposable, that is, of the form T = Y ⊗ ω for a vector
Y =

∑
i Y iei and a covector ω =

∑
j ωjε

j , then

C(Y ⊗ ω) =
∑
i

(Y ⊗ ω)(ε i, ei) =
∑
i

ε i(Y )ω(ei) =
∑
i

Y iωi = ω(Y ).

Next, for integers r, s ≥ 1 and a pair of indices k ∈ {1, . . . ,r} and l ∈ {1, . . . , s},
the contraction

C = Ck ,l : Vr ,s → Vr−1,s−1

over k, l is defined as the contraction of the (1,1)-tensor obtained by fixing the
arguments in all other slots. For example, if T ∈ V2,3, then C1,3(T) ∈ V1,2 is defined
by

(C1,3T)(θ,X,Y ) = C(T( · , θ,X,Y, · )).

23



In coordinates, the components of C1,3(T) are given by Ta
bc
=

∑
i T ia

bci
.

Finally, for r, s ≥ n, a general (n-fold) contraction

C : Vr ,s → Vr−n,s−n

is a composition of n such (simple) contractions.
For tensor fields on a manifold M , contractions are defined pointwise, for

every T Mp.

2.7 Definition The Ricci curvature of a Riemannian manifold (M,g) is the con-
traction Ric ∈ Γ(T0,2M) of the curvature tensor R such that, for v,w ∈ T Mp,
Ric(v,w) = Ricp(v,w) is the trace of the endomorphism x 7→ R(x, v)w of T Mp.

With respect to a basis (e1, . . . , em) of T Mp and the respective dual basis
(ε1, . . . , εm) of T M∗p,

Ric(v,w) =
∑
i

ε i(R(ei, v)w).

If (e1, . . . , em) is orthonormal, then ε i = 〈ei, · 〉 and thus

Ric(v,w) =
∑
i

〈ei,R(ei, v)w〉 =
∑
i

R(ei,w, ei, v).

In particular, by Proposition 2.2, Ric(v,w) = Ric(w, v), and

Ric(ej, ej) =
∑
i

R(ei, ej, ei, ej) =
∑
i: i,j

sec(span{ei, ej}).

In a chart (ϕ,U),

Ric |U =
∑
i, j

Ri jdϕi ⊗ dϕ j, Ri j =
∑
k

Rk
ik j = Rji .

To take a further trace, we have to change the type of Ric by means of the metric
g. Define the (1,1)-tensor field Ric′ : Γ(T M) → Γ(T M) such that Ric(V,W) =
〈V,Ric′(W)〉 for all V,W ∈ Γ(T M). In a chart (ϕ,U),

Ric′
( ∂

dϕ j

)
=

∑
i

Ri
j

∂

∂ϕi
, Ri

j =
∑
k

gikRk j .

2.8 Definition The scalar curvature of a Riemannian manifold (M,g) is the con-
traction scal = C(Ric′) ∈ C∞(M) of Ric′, called the metric contraction Cg(Ric) of
Ric.

For an orthonormal basis (e1, . . . , em) of T Mp,

scal(p) =
∑
j

〈ej,Ric′(ej)〉 =
∑
j

Ric(ej, ej)

=
∑
i, j

R(ei, ej, ei, ej) =
∑

i, j: i,j
sec(span{ei, ej}).
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In a chart (ϕ,U),
scal |U =

∑
i

Ri
i =

∑
i, j

gi jRji .

If for some p ∈ M the sectional curvature sec(P) is independent of the 2-plane
P ⊂ T Mp, thus sec(P) = κp ∈ R (compare Theorem 2.13), then

Ricp = (m − 1)κp gp and scal(p) = m(m − 1)κp .

Next we discuss tensor derivations.

2.9 Proposition Let ∇ be a connection on T M . There exists a unique family of
bilinear operators

∇r ,s : Γ(T M) × Γ(Tr ,sM) → Γ(Tr ,sM) for r, s ≥ 0,

where ∇r ,s(X,T) is written as ∇r ,sX T or just ∇XT , such that

(1) ∇0,0
X f = X( f ) = df (X),

(2) ∇1,0
X Y = ∇XY ,

(3) X(θ(Y )) =
(
∇

0,1
X θ

)
(Y ) + θ(∇XY ), and

(4) ∇r+r
′,s+s′

X (T ⊗ T ′) =
(
∇
r ,s
X T

)
⊗ T ′ + T ⊗

(
∇
r′,s′

X T ′
)
.

The following further properties hold:

(5) ∇ f XT = f ∇XT ,

(6) ∇X( f T) = X( f )T + f ∇XT , and

(7) C
(
∇
r ,s
X T

)
= ∇

r−n,s−n
X C(T) for any n-fold contraction C : Γ(Tr ,sM) →

Γ(Tr−n,s−nM).

Proof (sketch): Properties (1)–(3) determine ∇0,0,∇1,0,∇0,1. It is straight-forward
to check that

(
∇

0,1
X θ

)
( fY ) = f

(
∇

0,1
X θ

)
(Y ) for f ∈ C∞(M), so indeed ∇0,1

X θ ∈

Γ(T0,1M). Property (6) follows directly from (1) and (4) since f T = f ⊗ T .
Furthermore, (6) implies that for a fixed X , the operators ∇r ,sX are locally defined
(as for ∇X). Now one can use a local representation of T and (1)–(4) to show
that ∇r ,sX T is uniquely determined, and property (5) also follows inductively from
(1)–(4). For example, let T ∈ Γ(T1,1M). Then T is (locally) a finite sum of terms
of the form Y ⊗ ω, and

∇
1,1
X (Y ⊗ ω) =

(
∇

1,0
X Y

)
⊗ ω + Y ⊗

(
∇

0,1
X ω

)
by (4). By contracting this identity, we get that

C
(
∇

1,1
X (Y ⊗ ω)

)
= ω(∇XY ) + (∇Xω)(Y ) = X(ω(Y )) = ∇0,0

X (ω(Y ))

by (3) and (1). Since ω(Y ) = C(Y ⊗ ω), this shows (7) for this case. �
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Examples

1. Suppose that T ∈ Γ(T0,2M) (for example, T = g or T = Ric). Then T(X,Y ) =
C(X ⊗ Y ⊗ T) for a 2-fold contraction C, thus

Z(T(X,Y )) = ∇0,0
Z C(X ⊗ Y ⊗ T) = C

(
∇

2,2
Z (X ⊗ Y ⊗ T)

)
by (1) and (7). Expanding ∇2,2

Z (X ⊗ Y ⊗ T) by (4) and applying C to the
individual terms, we get that

Z(T(X,Y )) = C
(
(∇Z X) ⊗ Y ⊗ T + X ⊗ (∇ZY ) ⊗ T + X ⊗ Y ⊗

(
∇

0,2
Z T

) )
= T(∇Z X,Y ) + T(X,∇ZY ) +

(
∇

0,2
Z T

)
(X,Y ).

In particular, ∇ is compatible with g if and only if g is parallel with respect
to ∇, that is, ∇0,2g ≡ 0.

2. Let again D denote the Levi-Civita connection of g = 〈 · , · 〉. For a function
f ∈ C∞(M), the gradient grad f ∈ Γ(T M) and the Hesse form Hess( f ) ∈
Γ(T0,2M) are defined by the relations 〈grad f ,Y〉 = df (Y ) and

Hess( f )(X,Y ) := 〈DX grad f ,Y〉 = X 〈grad f ,Y〉 − 〈grad f ,DXY〉

= X(df (Y )) − df (DXY )

for X,Y ∈ Γ(T M). By (3), this last term is equal to
(
D0,1

X df
)
(Y ); briefly,

Hess( f ) = D df . Notice that the term X(df (Y )) − df (DXY ) = X(Y ( f )) −
(DXY )( f ) is symmetric in X and Y since D is torsion-free, thus Hess( f ) is
symmetric.

3. If R is the curvature tensor of a connection ∇ on T M , then R(X,Y )W =

C(W ⊗ X ⊗ Y ⊗ R) for a 3-fold contraction C, and it follows similarly as in
Example 1 that

∇Z (R(X,Y )W) = C
(
∇

4,3
Z (W ⊗ X ⊗ Y ⊗ R)

)
= R(X,Y )∇ZW + R(∇Z X,Y )W + R(X,∇ZY )W

+
(
∇

1,3
Z R

)
(X,Y )W .

Asimilar identity holds for Z(R(V,W,X,Y )) and∇0,4
Z R, and if∇ is compatible

with g = 〈 · , · 〉, then it follows that〈
V,

(
∇

1,3
Z R

)
(X,Y )W

〉
=

(
∇

0,4
Z R

)
(V,W,X,Y ).

Furthermore, for the Levi-Civita connection ∇ = D, the (0,4)-tensor fields
D0,4

Z R and R have the same symmetry properties (exercise).
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2.10 Lemma (second Bianchi identity) Let R be the curvature tensor of a torsion-
free connection ∇. Then

(∇ZR)(X,Y )W + (∇XR)(Y, Z)W + (∇Y R)(Z,X)W = 0

for all W,X,Y, Z ∈ Γ(T M).

Proof : It suffices to prove this for local coordinate vector fields W,X,Y, Z . Then
we can write R(X,Y ) as [∇X,∇Y ], and it follows from the identity in Example 3
above that

(∇ZR)(X,Y )W

= ∇Z (R(X,Y )W) − R(X,Y )∇ZW − R(∇Z X,Y )W − R(X,∇ZY )W

= ∇Z [∇X,∇Y ]W − [∇X,∇Y ]∇ZW − R(∇Z X,Y )W + R(∇ZY,X)W

=
[
∇Z, [∇X,∇Y ]

]
W − R(∇Z X,Y )W + R(∇Y Z,X)W,

where in the last step we have used that ∇ZY = ∇Y Z since ∇ is torsion-free. Now
it is easy to see that the cyclic sum in the lemma vanishes. �

2.11 Lemma Let ∇ be a connection that is compatible with g = 〈 · , · 〉, and let
C = Cg : Γ(T0,2M) → C∞(M) denote the metric contraction. Then

C
(
∇

0,2
X T

)
= X(C(T))

for all X ∈ Γ(T M) and T ∈ Γ(T0,2M).

Proof : It suffices to prove this for an individual vector x ∈ T Mp. Choose a curve
c : (−ε, ε) → M with Ûc(0) = x. Since ∇ is compatible with g, there exists a parallel
orthonormal frame field (E1, . . . ,Em) along c. Then

C
(
∇0,2
x T

)
=

m∑
i=1

(
∇0,2
x T

)
(Ei,Ei)

=

m∑
i=1

(
x(T(Ei,Ei)) − T(∇xEi,Ei) − T(Ei,∇xEi)

)
by Example 1. Now ∇xEi = 0 and

∑
i x(T(Ei,Ei)) = x(C(T)). �

The divergence of a vector field Y ∈ Γ(T M) is the contraction

div(Y ) := C(D Y ) ∈ C∞(M)

of the (1,1)-tensor field D.Y : Γ(T M) → Γ(T M). The divergence of a symmetric
tensor field T ∈ Γ(T0,2M) is the metric contraction

div(T) := Cg
1,2(D T) = Cg

1,3(D T) ∈ Γ(T M∗)

of the (0,3)-tensor field (D.T)( · , · ).
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2.12 Proposition For any Riemannian manifold M , d scal = 2 div(Ric).

Proof : Let p ∈ M , and let v,w, x, y, z ∈ T Mp. It follows from Lemma 2.10 and the
symmetries of R (see Example 3 above) that〈

v, (DzR)(x, y)w
〉
−

〈
w, (DxR)(y, z)v

〉
−

〈
v, (DyR)(x, z)w

〉
= 0.

Let (e1, . . . , em) be an orthonormal basis of T Mp. By putting (v,w, x, y) :=
(ei, ej, ei, ej) and summing over i, j, we get that

m∑
i, j=1

〈
ei, (DzR)(ei, ej)ej

〉
= 2

m∑
i, j=1

〈
ei, (De j R)(ei, z)ej

〉
.

Since D commutes with the contraction corresponding to the sum over i,

m∑
j=1
(Dz Ric)(ej, ej) = 2

m∑
j=1
(De j Ric)(z, ej).

Now it follows fromLemma2.11 and the definition of the divergence that d scal(z) =
z(scal) = 2 div(Ric)(z). �

As a corollary we get a classical result due to Friedrich Schur.

2.13 Theorem (Schur 1886) Let (M,g) be a connected Riemannian manifold of
dimension m ≥ 3.

(1) If Ric = f g for some f ∈ C∞(M), then f is constant.

(2) If for every p ∈ M the sectional curvature sec(P) is independent of P ⊂ T Mp,
then sec is constant on M .

ARiemannian manifold (M,g)with Ric = κg for some constant κ ∈ R is called
an Einstein manifold. In the case κ = 0, the manifold (M,g) is called Ricci-flat.

Note that Ric = f g implies that scal = m f .

Proof : By Proposition 2.12,

m df = d scal = 2 div(Ric) = 2 div( f g),

and it is easy to check that div( f g) = df . Since m ≥ 3, this yields df = 0. As M
is connected, (1) follows.

For (2), note that if sec(P) = κp ∈ R for all planes P in T Mp, then Ric = f g
for f (p) = (m − 1)κp. Thus (2) follows from (1). �
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Curvature of submanifolds

Let (M,g) ⊂ (M̄, ḡ) be a Riemannian submanifold with m = dim(M) < m̄ =
dim(M̄), where g is the induced Riemannian metric on M . Thus gp = ḡp |TMp×TMp

for every p ∈ M , whereT Mp is viewed as anm-dimensional linear subspace ofT M̄p

in a canonical way. We let D̄ denote the Levi-Civita connection of M̄ . The Levi-
Civita connection D of M is then given by DXY = (D̄XY )T for all X,Y ∈ Γ(T M).
Furthermore, T M⊥ denotes the normal bundle of M in M̄ . For every p, the tangent
space T M̄p is the orthogonal direct sum of T Mp and T M⊥p .

2.14 Definition The R-bilinear map h : Γ(T M) × Γ(T M) → Γ(T M⊥) defined by

h(X,Y ) =
(
D̄XY

)⊥
= D̄XY − DXY

for all X,Y ∈ Γ(T M) is called the second fundamental form of M in M̄ .

Note that h is symmetric and C∞(M)-homogeneous in both arguments:

h(Y,X) =
(
D̄Y X

)⊥
=

(
D̄XY

)⊥
− [X,Y ]⊥ = h(X,Y )

since D̄ is torsion-free and [X,Y ] ∈ Γ(T M), and

h( f X,Y ) =
(
D̄ f XY

)⊥
=

(
f D̄XY

)⊥
= f h(X,Y ).

If N ∈ Γ(T M⊥) is a given unit normal field, then

hN (X,Y ) := ḡ(N, h(X,Y ))

defines the real valued second fundamental form of M with respect to N . Note that
hN ∈ Γ(T0,2M). The corresponding (1,1)-tensor field

SN : Γ(T M) → Γ(T M), g(SN (X),Y ) = hN (X,Y ),

is called the shape operator of M with respect to N . For p ∈ M , the endomorphism
of T Mp determined by SN will be denoted by the same symbol SN or by SN (p);
indeed it depends only on (h and) the normal vector N(p).

2.15 Lemma The operator SN (p) : T Mp → T Mp is self-adjoint. For x ∈ T Mp,

SN (x) = −(D̄xN)T,

and if the codimension m̄ − m is one, then SN (x) = −D̄xN .

Proof : Since h is symmetric, SN (p) is self-adjoint. For X,Y ∈ Γ(T M),

g(SN (X),Y ) = ḡ(N, h(X,Y )) = ḡ(N, D̄XY ) = ḡ(−D̄XN,Y ),

and in the case of codimension one, D̄XN is tangent to M because 2 ḡ(D̄XN,N) =
X ḡ(N,N) = 0. �
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All these notions, h, hN , and SN , can also be defined for isometric immersions
F : (M,g) → (M̄, ḡ). For this, one replaces D̄ by the connection D̄F along F and
N by a unit normal vector field along F.

2.16 Theorem (Gauss equations) Let (M,g) ⊂ (M̄, ḡ) be a Riemannian subman-
ifold as above, and let R and R̄ denote the Riemannian curvature tensors of M and
M̄ , respectively. Then

R(V,W,X,Y ) = R̄(V,W,X,Y ) + ḡ(h(V,X), h(W,Y )) − ḡ(h(V,Y ), h(W,X))

for all V,W,X,Y ∈ Γ(T M).

In particular, if (e1, e2) is an orthonormal basis of P ⊂ T Mp, then

secM (P) = secM̄ (P) + ḡ(h(e1, e1), h(e2, e2)) − ḡ(h(e1, e2), h(e1, e2)).

Proof : Suppose that V,W,X,Y are local coordinate vector fields on M . Then

R(V,W,X,Y ) = g(V,R(X,Y )W) = g(V,DXDYW − DYDXW).

With DXDYW = (D̄XDYW)T = (D̄X D̄YW − D̄Xh(W,Y ))T and the corresponding
expression for DYDXW we get that

R(V,W,X,Y ) = ḡ
(
V, R̄(X,Y )W − D̄Xh(W,Y ) + D̄Yh(W,X)

)
= R̄(V,W,X,Y ) + ḡ(D̄XV, h(W,Y )) − ḡ(D̄YV, h(W,X)),

where for the second step we have used that D̄ is compatible with ḡ and h( · , · ) is
normal. Since (D̄.V)⊥ = h(V, · ), the result follows. �

2.17 Lemma For a curve c : I → M ⊂ M̄ and a vector fieldY ∈ Γ(c∗T M) along c,

D̄
dt

Y =
D
dt

Y + h( Ûc,Y ).

Note that D
dtY is tangential to M , whereas h( Ûc,Y ) is normal. The lemma shows

in particular that
D̄
dt
Ûc =

D
dt
Ûc + h( Ûc, Ûc),

thus c is an M-geodesic if and only if D̄
dt Ûc is normal to M .

Proof : We assume that c(I) is contained in the domain U ⊂ M of a moving frame
(A1, . . . , Am). Then Y =

∑
i Y iAi ◦ c for some smooth functions Y i on I, and

D̄
dt

Y −
D
dt

Y =
m∑
i=1

Y i
( D̄

dt
(Ai ◦ c) −

D
dt
(Ai ◦ c)

)
=

m∑
i=1

Y i (D̄ ÛcAi − D ÛcAi

)
by Proposition 1.10. Since D̄ ÛcAi − D ÛcAi = h( Ûc, Ai ◦ c), the result follows. �
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2.18 Proposition (totally geodesic submanifolds) For a submanifold M ⊂ M̄ the
following four statements are equivalent:

(1) h ≡ 0;

(2) every geodesic in M is also a geodesic in M̄;

(3) if v ∈ T Mp, then the M̄-geodesic c̄v lies initially in M;

(4) if c : I → M is a curve, then every D-parallel vector field Y ∈ Γ(c∗T M) is
also D̄-parallel.

A submanifold with these properties is called totally geodesic.

Proof : Lemma 2.17 shows that (1) implies (4). Taking Y := Ûc, we see that
(4) implies (2). If (2) holds, and if v ∈ T Mp, then the maximal M-geodesic
cv : (αv,ωv) → M is also an M̄-geodesic, so c̄v |(αv ,ωv ) = cv by uniqueness, and
(3) holds. Finally, (3) implies by Lemma 2.17 that h(v, v) = 0 for all v ∈ T Mp,
which is equivalent to (1) by the symmetry of h. �

For example, if Sm is the unit sphere in Rm+1, and L is a (k + 1)-dimensional
linear subspace of Rm+1, then evidently L ∩ Sm is a k-dimensional totally geodesic
submanifold of Sm, isometric to Sk . In particular, for p ∈ Sm and a plane P ⊂ T Mp,
if L is the 3-dimensional subspace spanned by p and P, then it follows from
Theorem 2.16 that sec(P) equals the Gauss curvature of the 2-sphere L∩Sm (which
is 1, as we know).

Riemannian products

Let (M,g) and (M ′,g′) be two Riemannian manifolds with Levi-Civita connections
D,D′ and Riemann curvature tensors R,R′. Consider the product manifold M̄ =
M × M ′, and recall that for p̄ = (p, p′) ∈ M̄ , the tangent space splits as T M̄p̄ =

T Mp × T M ′p′.

2.19 Definition The product metric ḡ := g × g′ on M̄ is defined by

ḡp̄(v̄, w̄) = gp(v,w) + g
′
p′(v

′,w′)

for all p̄ = (p, p′) ∈ M̄ and v̄ = (v, v′), w̄ = (w,w′) ∈ T M̄p̄.

Notice that if π : M̄ → M and π′ : M̄ → M ′ denote the canonical projections,
then ḡ = π∗g + (π′)∗g′.

It follows readily from the Koszul formula that the Levi-Civita connection D̄ of
(M̄, ḡ) satisfies

D̄X̄Ȳ = (DXY,D′X′Y
′)
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for all vector fields X̄ = (X,X ′) and Ȳ = (Y,Y ′) on M̄ . In particular, a curve
c̄ = (c, c′) is geodesic in M̄ if and only if c is a geodesic in M and c′ is a geodesic
in M ′. Thus M × {p′} and {p} ×M ′ are totally geodesic submanifolds of M̄ for all
p′ ∈ M and p ∈ M .

The Riemann curvature tensor R̄ of (M̄, ḡ) is of the form

R̄(X̄,Ȳ )W̄ =
(
R(X,Y )W,R′(X ′,Y ′)W ′

)
for X̄ = (X,X ′), Ȳ = (Y,Y ′), and W̄ = (W,W ′). We let secM, secM′ and secM̄
denote the sectional curvature of M,M ′ and M̄ , respectively.

2.20 Proposition (1) If secM, secM′ ≥ κ ∈ R, then secM̄ ≥ min{κ,0}.

(2) If secM, secM′ ≤ κ ∈ R, then secM̄ ≤ max{κ,0}.

(3) For P = span{(v,0), (0,w′)}, secM̄ (P) = 0.

Proof : We prove (1). Let (v̄, w̄) = ((v, v′), (w,w′)) be an orthonormal basis of the
plane P ⊂ T M̄p̄, and put

Q := g(v, v) g(w,w) − g(v,w)2, Q′ := g′(v′, v′) g′(w′,w′) − g′(v′,w′)2.

Now if secM, secM′ ≥ κ, then

secM̄ (P) = R̄(v̄, w̄, v̄, w̄) = R(v,w, v,w) + R′(v′,w′, v′,w′)

≥ (Q +Q′)κ.

Since g(v, v) + g′(v′, v′) = ḡ(v̄, v̄) = 1 and g(w,w) + g′(w′,w′) = 1, it follows that

Q +Q′ ≤ g(v, v)g(w,w) + (1 − g(v, v))(1 − g(w,w)) ≤ 1.

Hence, if κ < 0, then secM̄ (P) ≥ (Q + Q′)κ ≥ κ, and if κ ≥ 0, then secM̄ (P) ≥ 0.
This shows (1), and the proof of (2) is analogous.

For (3), note that ḡ((v,0), (0,w′)) = 0, and if ((v,0), (0,w′)) is orthonormal, then
secM̄ (P) = R(v,0, v,0) + R′(0,w′,0,w′) = 0. �

For example, for the sphere (S2,g) of constant curvature 1, the product (S2 ×

S2,g × g) has sectional curvature in [0,1]. Heinz Hopf asked whether or not
S2×S2 carries a Riemannian metric of positive sectional curvature (compare p. 265
in [GrKM1975]). This is still unsolved.

32



Chapter 3

Jacobi Fields

Second variation of arc length

Let c : [a, b] → M be a unit speed geodesic. For some ε > 0, let

γ : (−ε, ε) × [a, b] → M, γs(t) := γ(s, t),

be a piecewise smooth variation of c = γ0, that is, γ is continuous and there exists a
finite subdivision a = t0 < t1 < . . . < tk = b of [a, b] such that γ |(−ε ,ε )×[ti−1,ti ] isC∞

for i = 1, . . . , k. Put V := γ∗ ∂∂s and V0 := V(0, · ). We will use V ′0 as a short-hand
for the covariant derivative D

dtV0.

3.1 Theorem (second variation of arc length) With this notation,

d2

ds2

���
s=0

L(γs) =
∫ b

a

|(V ′0 )
⊥ |2 − R(V0, c′,V0, c′) dt +

〈 D
∂s

���
s=0

V, c′
〉���b
a
.

Here (V ′0 )
⊥ denotes the part of V ′0 normal to c, thus

|(V ′0 )
⊥ |2 = |V ′0 |

2 − 〈V ′0, c
′〉2.

Note that if the variation is proper, that is, if γs(a) = c(a) and γs(b) = c(b) for all s,
then D

∂s

��
s=0V vanishes for t = a and t = b, hence

d2

ds2

���
s=0

L(γs) =
∫ b

a

|(V ′0 )
⊥ |2 − R(V0, c′,V0, c′) dt.

If, in addition, the variation is normal, that is, 〈V0, c′〉 = 0, then V ′0 is normal, and
the formula may be rewritten as

d2

ds2

���
s=0

L(γs) = −
∫ b

a

〈V0,V ′′0 + R(V0, c′)c′〉 dt,

because
∫ b

a
|V ′0 |

2 dt = 〈V0,V ′0 〉
��b
a
−

∫ b

a
〈V0,V ′′0 〉 dt and V0(a) = V0(b) = 0.
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Proof : We put T := γ∗
∂
∂t , thus T(s, t) = γ′s(t). Now |γ′s(t)| = |T(s, t)| =

〈T(s, t),T(s, t)〉1/2, hence

d
ds

L(γs) =
∫ b

a

1
|T |

〈 D
∂s

T,T
〉

dt,

d2

ds2 L(γs) =
∫ b

a

1
|T |

(〈 D
∂s

D
∂s

T,T
〉
+

��� D
∂s

T
���2) − 1

|T |3

〈 D
∂s

T,T
〉2

dt .

By the first part of Proposition 1.12, D
∂sT = D

∂tV , thus

d2

ds2 L(γs) =
∫ b

a

1
|T |

(��� D
∂t

V
���2 − 〈 D

∂t
V,

1
|T |

T
〉2
+

〈 D
∂s

D
∂t

V,T
〉)

dt.

Furthermore, by Proposition 2.3,〈 D
∂s

D
∂t

V,T
〉
=

〈 D
∂t

D
∂s

V,T
〉
− 〈R(T,V)V,T〉

=
∂

∂t

〈 D
∂s

V,T
〉
−

〈 D
∂s

V,
D
∂t

T
〉
− R(V,T,V,T).

Now the result follows since for s = 0, |T | = |c′ | = 1 and D
∂tT =

D
dt c′ = 0. �

As a first application we prove the following result from [Sy1936].

3.2 Theorem (Synge 1936) Let M be a compact connected Riemannian manifold
with even dimension and positive sectional curvature. If M is orientable, then M
is simply connected.

Proof : Suppose, to the contrary, that M is not simply connected. Then there exists
a closed curve α : [0,1] → M that is not homotopic to a constant curve. Since
M is compact, it can be shown that there exists a shortest closed unit speed curve
c : [0, l] → M in the free homotopy class [α] of α, thus l > 0, and c is a closed
geodesic (exercise). Let H ⊂ T Mc(0) be the hyperplane orthogonal to c′(0). Since
M is orientable, parallel transport along c gives an orientation preserving isometry
P : H → H, and since the dimension of H is odd, it follows that there exists a unit
vector v0 ∈ H with P(v0) = v0. Now let V0 be the parallel unit normal field along c
with V0(0) = v0 (and hence V0(l) = v0). For a variation γ : (−ε, ε) × [0, l] → M of
c = γ0 with variation vector field V0 along c,

d2

ds2

���
s=0

L(γs) = −
∫ l

0
R(V0, c′,V0, c′) dt.

Since sec > 0 on M , the integrand is positive, thus L(γs) attains a strict local
maximum at s = 0, in contradiction to c being a shortest curve in [α]. �
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3.3 Remark Every non-orientable manifold M has a two-sheeted orientable cov-
ering π : M̄ → M . Hence, if M is as in the above theorem, but non-orientable,
then one can consider (M̄, ḡ) instead of (M,g), where ḡ := π∗g. It follows that M̄
is simply connected, thus π is the universal covering, and the fundamental group of
M has order two. As a consequence, for any compact manifold N with non-trivial
fundamental group, for example RPn, N × N cannot carry a Riemannian metric
with positive sectional curvature, because π1(N × N) = π1(N) × π1(N) has order at
least four.

Jacobi fields

3.4 Definition A vector field Y along a geodesic c : I → M (where, as usual, I is
any interval with non-empty interior) is called a Jacobi field if it satisfies the Jacobi
equation

D
dt

D
dt

Y + R(Y, c′)c′ = 0;

in brief, Y ′′ + R(Y, c′)c′ = 0.

Notice that if t 7→ Y (t) is a Jacobi field along t 7→ c(t), and if α, β ∈ R, then
s 7→ Ỹ (s) := Y (αs + β) is a Jacobi field along s 7→ c̃(s) := c(αs + β).

3.5 Lemma The set of Jacobi fields along a geodesic c : I → Mm is a 2m-
dimensional vector space. For t0 ∈ I and v,w ∈ T Mc(t0) there is a unique Jacobi
field Y along c with Y (t0) = v and Y ′(t0) = w.

Proof : With respect to a parallel orthonormal frame (E1, . . . ,Em) along c, the Jacobi
equation corresponds to a system of linear ordinary differential equations of second
order for the functions Y i := 〈Y,Ei〉, with Y =

∑
i Y iEi. Indeed, Y ′ =

∑
i(Y i)′Ei

and Y ′′ =
∑

i(Y i)′′Ei, and R(Y, c′)c′ =
∑

j Y jR(Ej, c′)c′ =
∑

i, j Y j %ijEi for some
functions %ij ; thus Y is a Jacobi field if and only if

(Y i)′′ +

m∑
j=1

%ijY
j = 0

for i = 1, . . . ,m. This gives the result. �

3.6 Proposition Let c : [0, l] → M be a unit speed geodesic. If γ is a variation
of c = γ0 : [0, l] → M such that γs = γ(s, · ) is a geodesic for every s, then the
variation vector fieldY := V0 is a Jacobi field. Conversely, every Jacobi field along
c is of this form.
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Proof : For the first part, put again V := γ∗
∂
∂s and T := γ∗

∂
∂t , as in the proof of

Theorem 3.1. By Propositions 1.12 and 2.3,

D
∂t

D
∂t

V =
D
∂t

D
∂s

T =
D
∂s

D
∂t

T − R(V,T)T .

Since all curves γs are geodesics, D
∂tT = 0, thus V satisfies the Jacobi equation.

Conversely, suppose that Y is a Jacobi field along c. Choose a curve
σ : (−ε, ε) → M with σ(0) = c(0) and σ′(0) = Y (0). Let X and W be any
vector fields along σ such that X(0) = c′(0) and W(0) = Y ′(0) − D

ds

��
s=0X . For

s ∈ (−ε, ε) sufficiently close to 0, the geodesic γs : [0, l] → M with

γs(0) = σ(s) and γ′s(0) = Γ(s) := X(s) + sW(s)

is defined; note that γ0 = c. By the first part, the corresponding variation vector
field V0 along c is a Jacobi field. In view of Lemma 3.5, we just need to show that
V0 andY satisfy the same initial conditions; thenV0 = Y and thusY is a Jacobi field.
First, V0(0) = σ′(0) = Y (0) by the choice of σ. Secondly,

V ′0 (0) =
D
dt

���
t=0

V0 =
D
ds

���
s=0
Γ =

D
ds

���
s=0

X +W(0) = Y ′(0)

by the choice of X and W . �

3.7 Remark If Y is a Jacobi field along the geodesic c : I → M , then

〈Y, c′〉′′ = 〈Y ′, c′〉′ = 〈Y ′′, c′〉 = −〈R(Y, c′)c′, c′〉 = 0,

thus 〈Y, c′〉 is just an affine function. It follows that the tangential and normal parts

YT =
1
|c′ |2
〈Y, c′〉c′, Y⊥ = Y − YT

are Jacobi fields as well, because (YT)′′ = 0 and R(YT, c′)c′ = 0.

Example Let c : R → M be a unit speed geodesic in a space form of curvature
κ ∈ R, and let E ∈ Γ(c∗T M) be a parallel unit normal field along c. For a function
f : R→ R, the normal field Y := f E is a Jacobi field along c if and only if

f ′′ + κ f = 0.

The solution with initial condition ( f (0), f ′(0)) = (a, b) ∈ R2 is f = a csκ +b snκ ;
see Chapter 5 for a discussion of these functions csκ, snκ : R→ R.

We now prove the following result from [My1941]. The two-dimensional case
goes back to Bonnet (1855).
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3.8 Theorem (Myers 1941) Let (M,g) be a complete Riemannian manifold with
Ric(v, v) ≥ (m− 1)κ for all unit vectors v ∈ T M and for some constant κ > 0. Then

Diam(M) := sup{d(p,q) : p,q ∈ M} ≤
π
√
κ
,

in particular M is compact and the fundamental group π1(M) is finite.

Note that both bounds, for the Ricci curvature as well as the diameter, are
attained if M is the m-dimensional model space of constant sectional curvature
κ > 0, the sphere of radius 1√

κ
. See also Theorem 6.8.

Proof : Let p,q ∈ M with l := d(p,q) > 0. By completeness, there exists a unit
speed geodesic c : [0, l] → M from p to q. Choose a parallel orthornormal frame
(E1, . . . ,Em) along c with Em = c′. Put λ :=

(
π
l

)2, and note that the function
t 7→ snλ(t) := 1√

λ
sin(
√
λt) vanishes at 0 and l = π√

λ
and is positive on (0, l). For

i = 1, . . . ,m−1, consider a variation of c with variation vector field t 7→ snλ(t) Ei(t)
along c. Since c has length d(p,q), it follows from the second variation formula
(Theorem 3.1) that

0 ≤ −
∫ l

0

〈
snλ Ei, sn′′λ Ei + R(snλ Ei, c′)c′

〉
dt,

where sn′′λ = −λ snλ. Hence,∫ l

0
〈Ei,R(Ei, c′)c′〉 dt ≤ λl .

By taking the sum from i = 1 tom−1 and invoking the bound on the Ricci curvature,
we get that (m − 1)κl ≤ (m − 1)λl, thus l = π√

λ
≤ π√

κ
. Since p , q were arbitrary,

this shows that Diam(M) ≤ π√
κ
.

In particular, M is complete and bounded, hence compact. Furthermore, if
π : M̃ → M is the universal covering of M , then M̃ , equipped with the Riemannian
covering metric g̃ = π∗g, satisfies the assumptions of the theorem as well, hence M̃
is compact, and thus π1(M) is finite. �

Conjugate points

3.9 Definition Let c : [a, b] → M be a geodesic from p to q (where a < b, but
not necessarily p , q). Then q is said to be conjugate to p along c if there
exists a non-trivial (that is, not everywhere vanishing) Jacobi field Y along c with
Y (a) = 0 = Y (b).

37



Note that this notion is independent of the choice of (constant speed)
parametrization of c. Note also that for any such Jacobi fieldY withY (a) = 0 = Y (b),
the affine function 〈Y, c′〉 vanishes, thus Y is normal to c.

For example, antipodal points on the sphere Sm(r) ⊂ Rm+1 are conjugate along
any arc of a great circle connecting them.

3.10 Remark For c as above, if q is not conjugate to p along c, then the linear map
that sends every Jacobi field Y along c to the pair (Y (a),Y (b)) ∈ T Mp × T Mq has a
trivial kernel and is thus an isomorphism of 2m-dimensional vector spaces. Hence,
for every pair (v,w) ∈ T Mp × T Mq, there is a unique Jacobi field Y along c with
Y (a) = v and Y (b) = w.

3.11 Lemma Let c : [0, l] → M be a unit speed geodesic from p to q with initial
vector c′(0) =: v. Then q is conjugate to p along c if and only if lv is a singular
point of expp.

Proof : The unique Jacobi field Y along c with initial conditions Y (0) = 0 and
Y ′(0) = w ∈ T Mp is given by Y (t) = d(expp)tv(tw). This is the variation vector
field along c of the variation defined by γs(t) := expp(t(v+ sw)), compare the proof
of Proposition 3.6.

Hence, if Y is a non-trivial Jacobi field along c with Y (0) = 0 = Y (l), then
w := Y ′(0) , 0 since Y . 0, and thus the differential d(expp)lv is singular since
it maps lw to Y (l) = 0. Conversely, if w ∈ T Mp is any non-zero vector such that
d(expp)lv(lw) = 0, then the Jacobi field defined by Y (t) := d(expp)tv(tw) satisfies
Y (0) = 0 = Y (l) and is non-trivial since Y ′(0) = w , 0. �

3.12 Theorem Let c : [0, l] → M be a unit speed geodesic from p to q. Suppose
that no c(t) with t ∈ (0, l] is conjugate to p along c |[0,t]. Then there exists an ε > 0
such that L(γ) ≥ L(c) for every piecewise C1 curve γ : [0, l] → M from p to q that
satisfies d(γ(t), c(t)) ≤ ε for all t; furthermore, equality L(γ) = L(c) holds only if
γ is a reparametrization of c.

It is not true in general that L(γ) ≥ L(c) for all C1 curves γ from p to q. For
example, on the (flat) cylinder S1(r) × R ⊂ R3, there are no pairs of conjugate
points at all, yet there are non-constant closed geodesics, so that even p = q.

Proof : Let v := c′(0), so that c(t) = expp(tv). By the assumption and Lemma 3.11,
d(expp)tv : T Mp → T Mc(t) is bijective for all t ∈ [0, l]. It follows that there exist
0 = t0 < t1 < . . . < tk = l and open sets U1, . . . ,Uk ⊂ T Mp such that tv ∈ Ui for
t ∈ [ti−1, ti] and expp |Ui is a diffeomorphism onto the open set Vi := expp(Ui) for
i = 1, . . . , k. Choose ε > 0 such that every Vi contains the closed ε-neighborhood
of c([ti−1, ti]). Now let γ : [0, l] → M be a piecewise C1 curve from p to q with
d(γ(t), c(t)) ≤ ε for all t ∈ [0, l]. Then γ([ti−1, ti]) ⊂ Vi, and we can define a curve
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β : [0, l] → T Mp from 0 to lv such that β(t) = (expp |Ui )
−1(γ(t)) for t ∈ [ti−1, ti].

Note that β is piecewise C1, and expp ◦β = γ. Now the proof can be completed as
for the first part of Proposition 1.21. �

3.13 Definition Let c : [a, b] → M be a unit speed geodesic. The index form I = Ic
of c is the symmetric bilinear form on the space of all piecewise smooth normal
vector fields along c defined by

I(X,Y ) :=
∫ b

a

〈X ′,Y ′〉 − R(X, c′,Y, c′) dt

=

∫ b

a

〈X,Y ′〉′ −
〈
X,Y ′′ + R(Y, c′)c′

〉
dt.

Note that if Y is the variation vector field along c of a piecewise smooth, proper
and normal variation γ of c = γ0, then

d2

ds2

���
s=0

L(γs) = I(Y,Y ).

3.14 Lemma Let c : [a, b] → M be a unit speed geodesic. If Y is a normal Jacobi
field along c, then I(X,Y ) = 0 for every piecewise smooth normal field X along c
with X(a) = 0 = X(b). Conversely, if Y is a piecewise smooth normal field along
c, and I(X,Y ) = 0 for every smooth normal field X along c with X(a) = 0 = X(b),
then Y is a (smooth) Jacobi field.

Proof : By the second expression for the index form, if Y is a normal Jacobi field
along c, then I(X,Y ) = 〈X,Y ′〉

��b
a
= 0 for every piecewise smooth normal field X

along c with X(a) = 0 = X(b).
Conversely, suppose that Y is a piecewise smooth normal field along c, and

I(X,Y ) = 0 for every smooth normal field X along c with X(a) = 0 = X(b). Let
a = t0 < t1 < . . . < tk = b be such that Yi := Y |[ti−1,ti ] is smooth for i = 1, . . . , k.
First, choose a smooth function f on [a, b] that vanishes at t0, . . . , tk and is positive
elsewhere. Then X := f (Y ′′ + R(Y, c′)c′) is smooth and

0 = I(X,Y ) = −
∫ b

a

f
��Y ′′ + R(Y, c′)c′

��2 dt;

thus Yi is a Jacobi field for i = 1, . . . , k. Secondly, choose a smooth normal vector
field W along c such that W(a) = 0 = W(b) and W(ti) = Y ′i (ti) − Y ′

i+1(ti) for
i = 1, . . . , k − 1. Then

0 = I(W,Y ) =
k∑
i=1
〈W,Y ′i 〉

��ti
ti−1
=

k−1∑
i=1
|W(ti)|2,

thus Y ′i (ti) = Y ′
i+1(ti) for i = 1, . . . , k − 1, and it follows from Lemma 3.5 that Y is

in fact a (smooth) Jacobi field along c. �
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The following result complements Theorem 3.12.

3.15 Theorem Let c : [0, l] → M be a unit speed geodesic. If there exists an
r ∈ (0, l) such that c(r) is conjugate to c(0) along c |[0,r], then there exists a
piecewise smooth, proper and normal variation γ : (−ε, ε) × [0, l] → M of c = γ0
such that L(γs) < L(c) for all s ∈ (−ε, ε) \ {0}.

Proof : Let Y . 0 be a Jacobi field along c |[0,r] with Y (0) = 0 = Y (r). Note that Y
and Y ′ are normal. Choose a smooth normal field X along c with X(0) = 0 = X(l)
and X(r) = −Y ′(r), and put Y (t) := 0 for t ∈ (r, l]. Then I(X,Y ) = 〈X(r),Y ′(r)〉 =
−|Y ′(r)|2 < 0 and I(Y,Y ) = 0, hence

I(λX + Y, λX + Y ) = λ2I(X,X) − 2λ |Y ′(r)|2 < 0

for any sufficiently small λ > 0. Then d2

ds2

��
s=0L(γs) < 0 for a variation γ with

(piecewise smooth) variation vector field λX + Y along c. �

The Rauch Comparison Theorem

3.16 Proposition (first index lemma) Let c : [0, l] → M be a unit speed geodesic,
and suppose that no c(t) with t ∈ (0, l] is conjugate to c(0) along c |[0,t]. If X is
a piecewise smooth normal vector field along c and Y is the unique Jacobi field
along c such that Y (0) = X(0) and Y (l) = X(l), then

I(X,X) ≥ I(Y,Y ),

and equality holds if and only if X = Y .

Note that Y exists and is normal according to Remarks 3.10 and 3.7.

Proof : Put V0 := X − Y and consider a (piecewise smooth, proper and normal)
variation of c with variation vector field V0 along c. It follows from Theorem 3.12
that I(V0,V0) ≥ 0. Furthermore, I(X,Y ) − I(Y,Y ) = I(V0,Y ) = 0 by the first part of
Lemma 3.14, hence

I(X,X) − I(Y,Y ) = I(X − Y,X − Y ) = I(V0,V0) ≥ 0.

Suppose now that I(X,X) = I(Y,Y ). Then I(V0,V0) = 0 for V0 = X − Y as above.
LetW be any smooth normal field along c withW(0) = 0 = W(l). For every λ ∈ R,

2λ I(V0,W) + λ2I(W,W) = I(V0 + λW,V0 + λW) ≥ 0,

again by Theorem 3.12. Thus I(V0,W) = 0 for all such W , and so V0 is a Jacobi
field by the second part of Lemma 3.14. Since V0(0) = 0 = V0(l) and c(l) is not
conjugate to c(0) along c, we conclude that V0 ≡ 0, that is, X = Y . �
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We now state the common assumptions for the two comparison theorems of
Rauch [Ra1951] and Berger [Be1962] and a corollary.

3.17 Assumptions Suppose that M and M̄ are Riemannian manifolds with
dim(M) ≤ dim(M̄), and c : [0, l] → M and c̄ : [0, l] → M̄ are unit speed geodesics
such that

secM (P) ≤ secM̄ (P̄)

whenever t ∈ [0, l], c′(t) ∈ P, and c̄ ′(t) ∈ P̄.

3.18 Theorem (Rauch 1951) Suppose, in addition to Assumptions 3.17, that no
c̄(t) with t ∈ (0, l) is conjugate to c̄(0) along c̄ |[0,t]. If Y and Ȳ are Jacobi fields
along c and c̄, respectively, such that Y (0) = 0 = Ȳ (0) and

|Y ′(0)| = |Ȳ ′(0)|, 〈Y ′(0), c′(0)〉 = 〈Ȳ ′(0), c̄ ′(0)〉,

then |Y (t)| ≥ |Ȳ (t)| for all t ∈ [0, l].

In particular, no c(t) with t ∈ (0, l) is conjugate to c(0) along c |[0,t].

Proof : We assume that Y,Ȳ are normal along c, c̄, as the theorem follows readily
from the result in this special case by virtue of Remark 3.7. (In the general case,
|YT | = |ȲT | because 〈Y, c′〉(0) = 〈Ȳ, c′〉(0) and 〈Y, c′〉′(0) = 〈Ȳ, c̄ ′〉′(0).) We
further assume that Ȳ . 0, thus Ȳ ′(0) , 0. Note that then Ȳ (t) , 0 for all t ∈ (0, l)
since conjugate points are excluded.

Fix r ∈ (0, l) for the moment, and put λ := |Y (r)| and λ̄ := |Ȳ (r)|. Choose
a parallel orthonormal frame (E1, . . . ,Em−1, c′) along c such that λ E1(r) = Y (r).
Since dim(M̄) ≥ dim(M), there is an orthonormal system (Ē1, . . . , Ēm−1, c̄′) of
parallel vector fields along c̄ such that λ̄ Ē1(r) = Ȳ (r). Now consider the vector
field X̄ :=

∑m−1
i=1 〈Y,Ei〉Ēi along c̄. Then | X̄ | = |Y | and | X̄ ′ | = |Y ′ |, furthermore

λ̄ X̄(r) = λ̄λ Ē1(r) = λ Ȳ (r).

Let Ir and Īr denote the index forms of c |[0,r] and c̄ |[0,r]. By the assumption
involving the sectional curvatures,

Ir (Y,Y ) =
∫ r

0
|Y ′ |2 − RM (Y, c′,Y, c′) dt

≥

∫ r

0
| X̄ ′ |2 − RM̄ (X̄, c̄

′, X̄, c̄′) dt = Īr (X̄, X̄).

Hence, λ̄2Ir (Y,Y ) ≥ λ̄2 Īr (X̄, X̄) ≥ λ2 Īr (Ȳ,Ȳ ) by Proposition 3.16. Evaluating the
index forms using the second expression in Definition 3.13, we thus get that

|Ȳ (r)|2〈Y (r),Y ′(r)〉 ≥ |Y (r)|2〈Ȳ (r),Ȳ ′(r)〉.

Since r ∈ (0, l)was arbitrary, it follows that
(
|Y |2/|Ȳ |2

) ′
≥ 0 on (0, l). Furthermore,

using L’Hôpital’s rule twice, one can check that |Y |2/|Ȳ |2 tends to 1 as t → 0 (this
uses that Y (0) = 0 = Ȳ (0) and |Y ′(0)| = |Ȳ ′(0)| , 0). Thus |Y | ≥ |Ȳ | on [0, l]. �
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3.19 Corollary Let again M, M̄ and c, c̄ be given as in Assumptions 3.17 and
suppose, as in Theorem 3.18, that no c̄(t) with t ∈ (0, l) is conjugate to c̄(0)
along c̄ |[0,t]. Put p := c(0), v := c′(0), p̄ := c̄(0), v̄ := c̄ ′(0), and let H : T Mp →

T M̄p̄ be a linear isometric embedding such that H(v) = v̄. Then for all w ∈ T Mp

and w̄ := H(w), ��d(expp)lv(w)
�� ≥ ��d(expp̄)lv̄(w̄)

��.
Proof : Let Y and Ȳ be the Jacobi fields along c and c̄, respectively, with Y (0) = 0,
Y ′(0) = w, and Ȳ (0) = 0, Ȳ ′(0) = w̄. Then |Y ′(0)| = |w | = |w̄ | = |Ȳ ′(0)| and

〈Y ′(0), c′(0)〉 = 〈w, v〉 = 〈w̄, v̄〉 = 〈Ȳ ′(0), c̄ ′(0)〉.

Furthermore, Y (t) = d(expp)tv(tw) and Ȳ (t) = d(expp̄)tv̄(tw̄) (see the proof of
Lemma 3.11). Now Theorem 3.18 shows that |Y (l)| ≥ |Ȳ (l)|. This gives the result.

�

Corollary 3.19 may further be used to compare distances or volumes; see, for
example, the proofs of Theorems 5.12 and 6.1.

Focal points and the Rauch–Berger Theorem

Let M be a Riemannian manifold with Levi-Civita connection D, let Σ ⊂ M be a
submanifold, and let N ∈ Γ(TΣ⊥) be a unit normal field. Suppose that c : [0, l] → M
is a unit speed geodesic from p ∈ Σ to q ∈ M with c′(0) = N(p). Recall that the
shape operator of (Σ,N) at p is the linear operator SN = SN (p) : TΣp → TΣp
satisfying SN (x) = −(DxN)T (Lemma 2.15).

3.20 Proposition For a Jacobi field Y along c, the following are equivalent:

(1) Y is the variation vector field along c of a variation γ of c = γ0 such that
every curve γs = γ(s, · ) is a geodesic with γs(0) ∈ Σ and γ ′s (0) ∈ TΣ⊥

γs (0)
.

(2) Y (0) ∈ TΣp and Y ′(0)T = (DY(0)N)T = −SN (Y (0)).

A Jacobi field with these properties is called a Σ-Jacobi field along c.

Proof : Suppose first that (1) holds. Put σ(s) := γs(0) ∈ Σ and Γ(s) := γ ′s (0) ∈
TΣ⊥

σ(s)
. Then Y (0) = σ′(0) ∈ TΣp. Moreover,

Y ′(0) =
D
dt

���
t=0

Y =
D
ds

���
s=0
Γ.

Note that Γ(0) = c′(0) = N(p) = (N ◦ σ)(0). Hence, if Z is any vector field along
σ tangent to Σ, then

〈
D
ds (Γ − N ◦σ), Z

〉
= −

〈
Γ − N ◦σ, Dds Z

〉
vanishes at s = 0. It

follows that ( D
ds

���
s=0
Γ

)T
=

( D
ds

���
s=0
(N ◦ σ)

)T
= (DY(0)N)T.
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Combining these equalities we get (2).
Conversely, suppose that (2) holds. Choose a curve σ : (−ε, ε) → Σ with

σ′(0) = Y (0) ∈ TΣp. Let X and W be any vector fields along σ normal to Σ
such that X(0) = N(p) and W(0) equals the normal component of Y ′(0) − D

ds

��
s=0X .

Put Γ(s) := X(s) + sW(s). Note that Γ(0) = N(p) = c′(0). Similarly as above,(
D
ds

��
s=0X

)T
= (DY(0)N)T, thus

D
ds

���
s=0
Γ =

D
ds

���
s=0

X +W(0) = (DY(0)N)T + Y ′(0)⊥ = Y ′(0)

by (2). Now it follows as in the proof of Proposition 3.6 that (1) holds. �

3.21 Definition The point q = c(l) is called a focal point of Σ along c if there exists
a non-trivial Σ-Jacobi field Y along c with Y (l) = 0.

In analogy to Lemma 3.11 it can be shown that q is focal point of Σ along c if and
only if lc′(0) is a singular point of the normal exponential map exp⊥ := exp |Ω∩TΣ⊥ .

3.22 Remark Suppose now that dim(Σ) = dim(M) − 1 and Sc′(0) = 0. (This holds,
for example, if Σ is the geodesic submanifold expp(c

′(0)⊥ ∩ B(r)) orthogonal to
c′(0), for some sufficiently small r > 0.) Then it follows from Proposition 3.20 that
a normal Jacobi field Y along c is a Σ-Jacobi field if and only if Y ′(0) = 0. Hence,
q = c(l) is a focal point of Σ along c if and only if there exists a non-trivial Jacobi
field Y along c with Y ′(0) = 0 and Y (l) = 0 (which is then necessarily normal). If
no such Jacobi fields exists, then the linear map that sends v ∈ T Mp toYv(l) ∈ T Mq

for the Jacobi field Yv with Yv(0) = v and Y ′v (0) = 0 is an isomorphism, thus for
every w ∈ T Mq there is a unique Jacobi field Y along c such that Y ′(0) = 0 and
Y (l) = w. If w is normal, then so is Y .

3.23 Proposition (second index lemma) Let c : [0, l] → M be a unit speed
geodesic, and suppose that no non-trivial Jacobi field Y along c with Y ′(0) = 0 has
a zero in (0, l]. If X is a piecewise smooth normal vector field along c and Y is the
unique Jacobi field along c such that Y ′(0) = 0 and Y (l) = X(l), then

I(X,X) ≥ I(Y,Y ),

and equality holds if and only if X = Y .

Proof : Let V1, . . . ,Vm−1 be Jacobi fields along c such that (V1(0), . . . ,Vm−1(0)) is
an orthonormal basis of c′(0)⊥, and V ′i (0) = 0 for k = 1, . . . ,m − 1. It follows from
the assumption on c that (V1(t), . . . ,Vm−1(t)) is a basis of c′(t)⊥ for every t ∈ [0, l].
Thus there exist piecewise smooth functions λ1, . . . , λm−1 : [0, l] → R such that
X =

∑
i λiVi. The linear combination

∑
i λi(l)Vi (with constant coefficients) is a
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Jacobi field with covariant derivative 0 at t = 0 and value X(l) = Y (l) at t = l, so it
is equal to Y . Since Y ′(0) = 0,

I(Y,Y ) = 〈Y (l),Y ′(l)〉 =
m−1∑
i=1

〈
X(l), λi(l)V ′i (l)

〉
.

As V ′i (0) = 0, the summand 〈X, λiV ′i 〉(l) can be rewritten as the integral over [0, l]
of the derivative of the piecewise smooth function 〈X, λiV ′i 〉. Together with the
Jacobi equation for Vi, this gives

〈X, λiV ′i 〉(l) =
∫ l

0
〈X ′, λiV ′i 〉 + 〈X, λ

′
i V ′i 〉 + 〈X, λiV

′′
i 〉 dt

=

∫ l

0
〈X ′, (λiVi)

′〉 − λ ′i fi − 〈X,R(λiVi, c′)c′〉 dt,

where fi := 〈X ′,Vi〉 − 〈X,V ′i 〉. Taking again the sum, we get that

I(Y,Y ) = I(X,X) −
m−1∑
i=1

∫ l

0
λ ′i fi dt.

Now fi =
∑

j λ
′
j 〈Vj,Vi〉 + λj

(
〈V ′j ,Vi〉 − 〈Vj,V ′i 〉

)
, and the function 〈V ′j ,Vi〉 − 〈Vj,V ′i 〉

vanishes at t = 0 and has zero derivative on [0, l], as one readily checks from the
Jacobi equation and the symmetry properties of R. It follows that

I(Y,Y ) = I(X,X) −
∫ l

0

����m−1∑
i=1

λ′iVi

����2 dt ≤ I(X,X).

Equality holds if and only if every λi is constant, that is, X =
∑

i λi(l)Vi = Y . �

3.24 Theorem (Berger 1962) Let again M, M̄ and c, c̄ be given as in Assump-
tions 3.17, and suppose that no non-trivial Jacobi field Ȳ along c̄ with Ȳ ′(0) = 0
has a zero in (0, l). If Y and Ȳ are Jacobi fields along c and c̄, respectively, such
that Y ′(0) = 0 = Ȳ ′(0) and

|Y (0)| = |Ȳ (0)|, 〈Y (0), c′(0)〉 = 〈Ȳ (0), c̄ ′(0)〉,

then |Y (t)| ≥ |Ȳ (t)| for all t ∈ [0, l].

Proof : Suppose, as in the proof of Theorem 3.18, thatY,Ȳ are normal along c, c̄ and
Ȳ is non-trivial. Then it follows from the assumptions that Ȳ (t) , 0 for all t ∈ [0, l).
Now the same argument as in the proof of Theorem 3.18, with Proposition 3.23
in place of Proposition 3.16, shows again that

(
|Y |2/|Ȳ |2

) ′
≥ 0 on (0, l). Since

|Y (0)| = |Ȳ (0)| , 0, this yields the result. �
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Chapter 4

Riemannian Submersions and
Coverings

Riemannian submersions

4.1 Definition Let (M̄, ḡ), (M,g) be two Riemannian manifolds, and suppose that
π : M̄ → M is a submersion (that is, dπp : T M̄p → T Mπ(p) is surjective for all
p ∈ M̄). Then π is called a Riemannian submersion if for all p ∈ M̄ the map

dπp |Hp : Hp → T Mπ(p)

is an isometry, where Hp ⊂ T M̄p is the orthogonal complement of Vp := ker(dπp).
Vectors in Hp or Vp are called horizontal or vertical, respectively.

Note that for every p ∈ π(M̄) ⊂ M , the fiber π−1{p} is a submanifold of M̄ of
dimension dim(M̄) − dim(M).

4.2 Lemma If M̄ and M are two connected Riemannian manifolds with dis-
tance functions d̄ and d, and if π : M̄ → M is a Riemannian submersion, then
d(π(p), π(q)) ≤ d̄(p,q) for all p,q ∈ M̄ .

Proof : For a vector v ∈ T M̄p, let v = vhor + vver be its decomposition into
horizontal and vertical part. Since |dπp(v)| = |dπp(vhor)| = |vhor | ≤ |v |, it follows
that L(γ ◦ π) ≤ L(γ) for every piecewise C1 curve in M̄ . �

The following result relates geodesics in M to horizontal geodesics in M̄ .

4.3 Proposition Suppose that π : M̄ → M is a Riemannian submersion.

(1) Let c be a maximal geodesic in M with c(0) = π(p) for some p ∈ M . Then
there exists a unique maximal horizontal curve c̄ : I → M̄ with c̄(0) = p and
π ◦ c̄ = c |I , and c̄ is a geodesic in M̄ .
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(2) Let c̄ be a geodesic in M̄ with horizontal initial velocity c̄ ′(0). Then c̄ is
horizontal, and c := π ◦ c̄ is a geodesic in M .

Notice that if M̄ is complete and M is connected, then it follows from (2) and
Theorem 1.23 (Hopf–Rinow) that M is complete and π is surjective.

Proof : We prove (1). Assume that c′(0) , 0. Let ε > 0 be such that N := c((−ε, ε))
is a 1-dimensional submanifold of M contained in π(M̄). As a submersion, π is
transverse to N , and it follows from a standard result in differential topology that
π−1(N) is a submanifold of M̄ of dimension dim(M̄) − dim(M) + 1. Consider the
horizontal lift X̄ of X := c′ |N on π−1(N). Let c̄ be the (maximal) integral curve of
X̄ with c̄(0) = p. For every t in its domain,

(π ◦ c̄)′(t) = dπc̄(t)(c̄ ′(t)) = dπc̄(t)(X̄c̄(t)) = Xπ◦c̄(t),

thus π ◦ c̄ is the integral curve of X with π ◦ c̄(0) = c(0) and so π ◦ c̄ = c |(−ε ,ε ).
Then c̄ is a geodesic since |c̄ ′(t)| = | X̄c̄(t) | = |Xc(t) | is independent of t and, for
suitable subintervals [t, t ′],

L(c̄ |[t ,t′]) = L(c |[t ,t′]) = d(c(t), c(t ′)) ≤ d(c̄(t), c̄(t ′))

by Lemma 4.2. Now (1) follows.
For the proof of (2), given c̄ : I → M̄ , let γ be the maximal geodesic in M with

γ′(0) = dπc̄(0)(c̄ ′(0)). By (1), there is a maximal horizontal lift γ̄ with γ̄(0) = c̄(0),
and γ̄ is a geodesic in M̄ . Since c̄ ′(0) is horizontal, c̄ ′(0) = γ̄′(0), thus c̄ = γ̄ |I is
horizontal, and c := π ◦ c̄ = π ◦ γ̄ |I = γ |I . �

Example Let (M,g) and (M ′,g′) be Riemannianmanifolds, and let f : M → (0,∞)
be a C∞ function. The warped product M × f M ′ is the product manifold M × M ′

endowed with the metric defined by

(g × f g
′)(p,p′)((v, v

′), (w,w′)) = gp(v,w) + f (p)2g′p′(v
′,w′)

for (v, v′), (w,w′) ∈ T(M × M ′)(p,p′) = T Mp × T M ′p′; briefly, g × f g
′ = g + f 2g′.

Then the canonical projection

π : (M × M ′,g × f g
′) → (M,g)

is a Riemannian submersion with

V(p,p′) = {0p} × T M ′p′ and H(p,p′) = T Mp × {0p′}.

For every p′ ∈ M ′, the submanifold M×{p′} is everywhere horizontal and therefore
totally geodesic in M × f M ′ (recall Proposition 2.18).
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4.4 Proposition Let π : M̄ → M be a surjective submersion, and let ḡ be a Rieman-
nian metric on M̄ . Suppose that for every pair of points p,q ∈ M̄ with π(p) = π(q)
there exists an isometry h ∈ Isom(M̄, ḡ) such that h(p) = q and π ◦ h = π. Then
there exists a unique Riemannian metric g on M such that π : (M̄, ḡ) → (M,g) is a
Riemannian submersion.

Proof : First we verify that for every pair of points p,q ∈ M̄ with π(p) = π(q), the
map

(1) (dπq |Hq )
−1 ◦ (dπp |Hp ) : Hp → Hq

is an isometry. By assumption there exists an isometry h of M̄ such that h(p) = q
and π ◦ h = π. Then dπq ◦ dhp = dπp, and thus the isomorphism dhp maps
Vp = ker(dπp) to Vq. Hence, as an isometry, dhp maps Hp isometrically to Hq,
and the map (1) is just dhp |Hp . Since π is surjective, it now follows that for every
x ∈ M there is a unique inner product gx on T Mx such that dπp |Hp : Hp → T Mx is
an isometry for all p ∈ π−1{x}. It can be shown that gx depends smoothly on x. �

Example The complex projective spaceCPn may be regarded as the quotient space
of the unit sphere S2n+1 ⊂ R2n+2 = Cn+1 by the equivalence relation

z ∼ z′ ⇐⇒ z′ = λz for some λ = eiθ ∈ S1 ⊂ C.

Then the quotient projection π : S2n+1 → CPn is a surjective submersion, the
(generalized) Hopf fibration. For any λ as above, the map hλ : S2n+1 → S2n+1

sending z to λz (a rotation) is an isometry of (S2n+1,gsph) satisfying π ◦ hλ = π. By
Proposition 4.4 there exists a unique Riemannian metric g on CPn with respect to
which π is a Riemannian submersion, called the Fubini–Study metric.

For p ∈ S2n+1 and a unit vector v ∈ TS2n+1
p , let c̄ = c̄v : R → S2n+1 be the

geodesic given by c̄(t) = p cos(t) + v sin(t). Note that the fiber of π through p is
contained in the plane with orthonormal basis {p, ip}, thus the vector ip ∈ TS2n+1

p

is tangent to the fiber, and c̄ is horizontal if and only if 〈ip, v〉 = 0. If this condition
holds, then c := π ◦ c̄ is the geodesic in CPn with c(0) = π(p) and c′(0) = dπp(v)
(by Proposition 4.3). For all t ∈ R,

c(t + π) = π(c̄(t + π)) = π(−c̄(t)) = π(c̄(t)) = c(t),

thus c is periodic with period π.

Curvature of Riemannian submersions

Let π : M̄ → M be a Riemannian submersion. We now discuss some results
from [ON1966] relating the Levi-Civita connections D̄ and D, as well as the
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curvature tensors R̄ and R, of M̄ and M . For any vector field X ∈ Γ(T M), we let
X ∈ Γ(T M̄) denote the unique horizontal vector field such that π∗X = X ◦ π (that
is, X and X are π-related). Notice that for all X,Y ∈ Γ(T M),

〈X,Y〉 = 〈π∗X, π∗Y〉 = 〈X,Y〉 ◦ π and π∗[X,Y ] = [X,Y ] ◦ π.

4.5 Proposition For all X,Y, Z ∈ Γ(T M),〈
D̄XY, Z

〉
= 〈DXY, Z〉 ◦ π and D̄XY = DXY +

1
2
[X,Y ]ver.

Proof : For all X,Y, Z ∈ Γ(T M),

Z 〈X,Y〉 = Z(〈X,Y〉 ◦ π) = (π∗Z)〈X,Y〉 = (Z, 〈X,Y〉) ◦ π

and
〈Z, [X,Y ]〉 = 〈π∗Z, π∗[X,Y ]〉 = 〈Z, [X,Y ]〉 ◦ π.

The assertion
〈
D̄XY, Z

〉
= 〈DXY, Z〉 ◦ π follows readily from these relations and

the Koszul formulas for D̄ and D. In turn, 〈DXY, Z〉 ◦ π =
〈
DXY, Z

〉
, thus

(1)
(
D̄XY

)hor
= DXY .

Now let T ∈ Γ(T M̄) be a vertical vector field. Then π∗T = 0 and π∗[X,T] =
[X,0] ◦ π = 0, so [X,T] is vertical, and the Koszul formula for D̄ yields

2
〈
D̄XY,T

〉
= −T 〈X,Y〉 + 〈T, [X,Y ]〉,

where T 〈X,Y〉 = T(〈X,Y〉 ◦ π) = (π∗T)〈X,Y〉 = 0. Hence

(2)
(
D̄XY

)ver
=

1
2
[X,Y ]ver,

and (1) and (2) yield the second assertion. �

4.6 Theorem (O’Neill 1966) For all X,Y ∈ Γ(T M),

R(X,Y,X,Y ) ◦ π − R̄(X,Y,X,Y ) =
3
4

��[X,Y ]ver��2 = 3
�� (D̄XY

)ver��2.
Proof : Let V,W,X,Y ∈ Γ(T M). From Proposition 4.5 we get that

X
〈
V, D̄YW

〉
= X(〈V,DYW〉 ◦ π) = (π∗X)〈V,DYW〉 = (X 〈V,DYW〉) ◦ π

and, for A := 1
4 〈[X,V]

ver, [Y,W]ver〉,〈
D̄XV, D̄YW

〉
=

〈
DXV,DYW

〉
+ A = 〈DXV,DYW〉 ◦ π + A.
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It follows that〈
V, D̄X D̄YW

〉
= X

〈
V, D̄YW

〉
−

〈
D̄XV, D̄YW

〉
(1)

= (X 〈V,DYW〉) ◦ π − 〈DXV,DYW〉 ◦ π − A

= 〈V,DXDYW〉 ◦ π − A.

Likewise, for B := 1
4 〈[Y,V]

ver, [X,W]ver〉,

(2)
〈
V, D̄Y D̄XW

〉
= 〈V,DYDXW〉 ◦ π − B.

Next, note that π∗[X,Y ]hor = [X,Y ] ◦ π and thus [X,Y ]hor = [X,Y ] by uniqueness.
Write [X,Y ] = [X,Y ] + T for T := [X,Y ]ver. Since T is vertical, so is [W,T]. From
Proposition 4.5 we get that〈

V, D̄TW
〉
=

〈
V, D̄WT

〉
= −

〈
D̄WV,T

〉
=

1
2
〈[V,W]ver,T〉 =: C

and
〈
V, D̄

[X ,Y]
W

〉
=

〈
V,D[X ,Y]W

〉
, hence

(3)
〈
V, D̄

[X ,Y]W
〉
=

〈
V,D[X ,Y]W

〉
+ C = 〈V,D[X ,Y]W〉 ◦ π + C.

Now (1), (2), and (3) yield the identity

R̄(V,W,X,Y ) = R(V,W,X,Y ) ◦ π − A + B − C.

If (V,W) = (X,Y ), then A = 0 and C − B = 3
4

��[X,Y ]ver��2 = 3
�� (D̄XY

)ver��2. �

Example Consider again the Hopf fibration π : S2n+1 → CPn, where CPn is
equipped with the Fubini–Study metric. Let T ∈ Γ(TS2n+1) be the vertical unit
vector field given by T(p) = ip. For X,Y ∈ Γ(T(CPn)) and the horizontal lifts
X,Y ∈ Γ(TS2n+1), �� (D̄Y X

)ver�� = ��〈D̄Y X,T
〉�� = ��〈X, D̄YT

〉��.
Here, the Levi-Civita connection D̄ of S2n+1 is just the tangential part of the
usual directional derivative in R2n+2, and it follows from the definition of T that〈

X, D̄YT
〉
= 〈X, iY〉. Hence, if x, y ∈ T(CPn)π(p) are orthonormal and x, y ∈

TS2n+1
p are the horizontal lifts, then Theorem 4.6 gives the explicit formula

sec(span{x, y}) = 1 + 3〈x, iy〉2.

In particular, the sectional curvature of CPn takes values in [1,4].
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Riemannian coverings and space forms

We now turn to the equi-dimensional case. Let M̄ and M be two manifolds of
the same dimension. A smooth map F : M̄ → M is a local diffeomorphism if
every point in M̄ has an open neighborhood that is mapped diffeomorphically onto
an open set in M . By the inverse function theorem, this holds if and only if
dFp : T M̄p → T MF(p) is bijective for every p ∈ M̄ . Given Riemannian metrics ḡ
and g on M̄ and M , respectively, a smooth map F : M̄ → M is a local isometry
if F∗g = ḡ. Then F is in particular a local diffeomorphism (and a Riemannian
submersion with discrete fibers). Note that, as in Definition 4.1, we do not assume
the map F to be surjective. Evidently, a local isometry takes geodesics to geodesics
(compare Proposition 4.3).

4.7 Lemma Suppose that F,G : M̄ → M are two local isometries, and M̄ is
connected. If F(p) = G(p) and dFp = dGp for some point p ∈ M̄ , then F = G.

Proof : The set

A := {q ∈ M̄ : F(q) = G(q) and dFq = dGq}

is non-empty (as p ∈ A) and closed because F andG are continuously differentiable.
Let q ∈ A. Since F and G are local isometries, in a neighborhood of 0 ∈ T M̄q,

F ◦ expq = expF(q) ◦ dFq = expG(q) ◦ dGq = G ◦ expq .

Hence F = G in a neighborhood of q. This shows that A is also open. Since M̄ is
connected, it follows that A = M̄ , in particular F = G on M̄ . �

Next, recall that a covering map π : M̄ → M of topological spaces M̄,M is a
continuous surjective map such that every point in M has an open neighborhood U
whose preimage π−1(U) is a union of pairwise disjoint open sets each of which is
mapped homeomorphically onto U by π.

4.8 Definition Let again (M̄, ḡ) and (M,g) be two Riemannian manifolds of the
same dimension. A smooth covering map π : (M̄, ḡ) → (M,g) with the property
that π∗g = ḡ is called a Riemannian covering map.

4.9 Proposition Suppose that M̄ is a complete Riemannian manifold and M is a
connected Riemannian manifold of the same dimension. Then every local isometry
F : M̄ → M is a Riemannian covering map.

Proof : It follows from the assumptions that M is complete and F is surjective
(compare the remark after Proposition 4.3). Now let q ∈ M , and choose r > 0 such
that expq : Br → B(q,r) is a diffeomorphism.
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First we show that for every pair of distinct points p, p′ ∈ F−1{q}, the (open)
balls B(p,r) and B(p′,r) are disjoint. Since M̄ is complete there exists a minimizing
geodesic c̄ from p to p′. Furthermore, since F is a local isometry, c := F ◦ c̄ is a
geodesic loop at q. Then d(p, p′) = L(c̄) = L(c) ≥ 2r by the choice of r .

Next we show that F |B(p,r) : B(p,r) → B(q,r) is a diffeomorphism for every
p ∈ F−1{q}. Since F maps geodesics to geodesics,

F ◦ expp |Br = expq ◦ dFp |Br ,

and the latter is a diffeomorphism onto B(q,r) because dFp : T Mp → T Mq is an
isometry and due to the choice of r . This yields the result.

Lastly,
⋃

p∈F−1 {q } B(p,r) ⊂ F−1(B(q,r)), because F(B(p,r)) ⊂ B(q,r) for all
p ∈ F−1{q}. For the reverse inclusion, let x ∈ F−1(B(q,r)). Since d(F(x),q) < r ,
there is a vector w ∈ T MF(x) such that |w | < r and expF(x)(w) = q. Let v :=
(dFx)

−1(w) ∈ T M̄x be its lift. Then

F(expx(v)) = expF(x)(dFx(v)) = expF(x)(w) = q,

thus p := expx(v) ∈ F−1{q}. As |v | = |w | < r , it follows that x ∈ B(p,r). �

Let, for the moment, M̄ be a connected topological manifold. A group Γ ⊂
Homeo(M̄) of homeomorphisms of M̄ acts freely on M̄ if γ(p) , p whenever
γ ∈ Γ \ {id} and p ∈ M̄ , and Γ acts properly discontinuously if for every compact
set K ⊂ M̄ there are only finitely many elements γ ∈ Γ with γ(K) ∩ K , ∅. If
both properties hold, then the quotient space M̄/Γ is a topological manifold and the
projection π : M̄ → M̄/Γ is a covering map. Conversely, suppose that F : M̄ → M
is a covering map onto another topological manifold M (it suffices to assume that
M is a Hausdorff space). Then a homeomorphism γ ∈ Homeo(M̄) is called a deck
transformation or covering transformation if F ◦γ = F, and the group Γ of all deck
transformations acts freely and properly discontinuously on M̄ . (See, for example,
the proof of Proposition 3.5.7 in [Th1997].) The bijection sending each orbit Γ(p)
to F(p) is a canonical homeomorphism from M̄/Γ onto M . Recall also that if M̄ is
simply connected, then Γ is isomorphic to the fundamental group π1(M).

Let now again M̄ be a connected smooth manifold, and let Γ ⊂ Diff(M̄) be
a group of (C∞) diffeomorphisms of M̄ that acts freely and properly discontinu-
ously. Then there is a unique C∞ structure on M̄/Γ such that the covering map
π : M̄ → M̄/Γ is a local diffeomorphism. Furthermore, if Γ ⊂ Isom(M̄) is a
group of isometries with respect to a Riemannian metric ḡ on M̄ , then there is
a unique Riemannian metric g on M̄/Γ such that π is a local isometry (compare
Proposition 4.4).

The following characterization of space forms (recall Definition 2.6) is due to
Killing [Ki1891] and Hopf [Ho1926]. For κ ∈ R and m ≥ 2 we let Mm

κ denote the
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m-dimensional model space of constant sectional curvature κ,

Mm
κ =


(Sm, 1

κ g
sph) if κ > 0,

(Rm,geucl) if κ = 0,
(Hm, 1

|κ |g
hyp) if κ < 0.

We write Dκ for the diameter ofMm
κ , thus Dκ =

π√
κ
if κ > 0 and Dκ = ∞ if κ ≤ 0.

4.10 Theorem (Killing 1891, Hopf 1926) Let M be an m-dimensional space form
of curvature κ ∈ R. Then there exists a group Γ ⊂ Isom(Mm

κ ) that acts freely and
properly discontinuously onMm

κ such that M is isometric toMm
κ /Γ. If M is simply

connected, then M isometric to Mm
κ .

Proof : Choose points p ∈ Mm
κ and q ∈ M , a linear isometry H : T(Mm

κ )p → T Mq,
and define

F := expq ◦H ◦
(
expp |B(Dκ )

)−1 : B(p,Dκ) → M .

Since both Mm
κ and M have constant curvature κ, it follows from Corollary 3.19

that F is a local isometry.
Consider first the case κ ≤ 0. Then F is defined on all ofMm

κ , and F : Mm
κ → M

is a covering map according to Proposition 4.9. The group Γ ⊂ Homeo(Mm
κ )

of deck transformations of F acts freely and properly discontinuously on Mm
κ .

In fact, Γ ⊂ Diff(Mm
κ ), because F is a local diffeomorphism, and there is an

induced C∞ structure on Mm
κ /Γ such that the projection π : Mm

κ → Mm
κ /Γ is a

local diffeomorphism and Mm
κ /Γ is diffeomorphic to M . For γ ∈ Γ and p′ ∈ Mm

κ ,
differentiation of F ◦γ = F gives dFγ(p′) ◦dγp′ = dFp′. Since F is a local isometry,
it follows that Γ ⊂ Isom(Mm

κ ), and Mm
κ /Γ carries a Riemannian metric such that π

is a local isometry. Thus M is isometric toMm
κ /Γ.

Secondly, suppose that κ > 0. Choose a point p̃ ∈ Mm
κ \ {p,−p} and define

q̃ := F(p̃), H̃ := dFp̃, and

F̃ := expq̃ ◦ H̃ ◦
(
expp̃ |B(Dκ )

)−1 : B(p̃,Dκ) → M .

Then F̃(p̃) = q̃ = F(p̃), dF̃p̃ = H̃ = dFp̃, and F̃ is a local isometry, like F.
Now Lemma 4.7 shows that F and F̃ agree on the intersection of their domains,
Mm
κ \ {−p,−p̃}, and therefore F extends to a local isometry F : Mm

κ → M with
F(−p) = F̃(−p). The rest of the argument is the same as in the case κ ≤ 0. �

Examples

1. (Euclidean space forms) Let Γ ⊂ Isom(Rm,geucl) be a group of transla-
tions that acts freely and properly discontinuously. Then there exist linearly
independent vectors v1, . . . , vk ∈ R

m such that Γ is the group

Γ =
{

x 7→ x +
∑k

i=1 zivi : (z1, . . . , zk) ∈ Zk
}
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isomorphic to Zk (exercise). If k = m, then (Rm,geucl)/Γ is a flat m-torus,
diffeomorphic to Tm = Rm/Zm. If k < m, then (Rm,geucl)/Γ is isometric to
the product (Tk ×Rm−k,g × geucl) for some flat k-torus (Tk,g).

If Γ ⊂ Isom(Rm,geucl) acts freely and properly discontinuously with com-
pact quotient, then the group Γ′ ⊂ Γ of translations has finite index in Γ
and Rm/Γ is finitely covered by the flat flat torus Rm/Γ′. This is due to
Bieberbach [Bi1911], [Bi1912]. See [Bus1985] for an elegant geometric
proof.

2. (Hyperbolic space forms) Every compact oriented surface of genus n ≥ 2 can
be realized, in a flexible way, as a quotient (H2,ghyp)/Γ. The construction de-
pends on 6n−6 parameters (Fenchel–Nielsen coordinates), the corresponding
moduli space is called Teichmüller space. (Oswald Teichmüller introduced
quasiconformal mappings to the subject [Te1940].) See [FeN2003] for an
edition of the Fenchel–Nielsen manuscript, and [Hu2006] for a detailed in-
troduction to Teichmüller theory.

For quotients of (Hm,ghyp) with m ≥ 3 the famous Mostow rigidity theorem
holds [Mo1968], [Mo1973]: if Hm/Γ and Hm/Γ′ are compact and Γ,Γ′ are
isomorphic, then Hm/Γ and Hm/Γ′ are isometric.

3. (Spherical space forms) For the standard sphere (Sm,gsph) and Γ = {id,− id},

(Sm,gsph)/Γ = (RPm,gell)

is the real projective space. The canonical (quotient) metric gell on RPm is
called the elliptic metric. For m even, Sm and RPm are the only spherical
space forms; see Theorem 4.11 below.

For m = 2n − 1 odd, the sphere Sm ⊂ Rm+1 admits other quotients. Choose
integers p,q1, . . . ,qn ≥ 1 such that p and qj are coprime for j = 1, . . . ,n, and
view Sm as a subset of Cn. Then the group of isometries

Γ :=
{
(z1, . . . , zz) 7→ (e2πikq1/pz1, . . . , e2πikqn/pzn) : k = 0, . . . , p − 1

}
isomorphic to Z/pZ acts freely (and properly discontinuously, as a finite
group) on Sm. The quotient (Sm,gsph)/Γ is the lens space L(p; q1, . . . ,qn).
Lens spaces were first described by Heinrich Tietze [Ti1908].

4.11 Theorem Let M be a space form with sectional curvature ≡ 1 and even
dimension m. Then M is isometric to Sm or to the real projective space RPm =

Sm/{id,− id}.

Proof : From Theorem 4.10, we know that M = Sm/Γ for some group Γ ⊂
Isom(Sm) ' O(m + 1) that acts freely and properly discontinuously on Sm. Let
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γ ∈ Γ. Since m + 1 is odd, γ has an eigenvalue 1 or −1. If γ has an eigenvalue 1,
then γ = id because Γ acts freely. If −1 is the only real eigenvalue of γ, then 1 is an
eigenvalue of γ2 and hence γ2 = id. But then γ = − id, for otherwise there would
exist a vector v ∈ Sm with γ(v) , −v, thus γ(v) + v , 0 would be an eigenvector
with eigenvalue 1. This shows that Γ = {id} or Γ = {id,− id}. �

A general reference for space forms is [Wo2011].

Hadamard manifolds

The following result was established by Jacques Hadamard for surfaces and by Élie
Cartan [Ca1928] in the general case.

4.12 Theorem (Hadamard 1898, Cartan 1928) Let M be a complete Riemannian
manifold with sectional curvature sec ≤ 0, and let p ∈ M . Then expp : T Mp →

M is a covering map; in particular, if M is simply connected, then expp is a
diffeomorphism.

A complete simply connected Riemannianmanifold with non-positive sectional
curvature is called a Hadamard manifold or a Cartan–Hadamard manifold.

Proof : Since sec ≤ 0, geodesics in (M,g) have no conjugate points (exercise).
Hence, by Lemma 3.11, expp : T Mp → M has no singular points. It follows that
ḡ := exp∗p g defines a Riemannian metric on T Mp. For every v ∈ T Mp, the line
t 7→ tv is a geodesic with respect to ḡ, because t 7→ expp(tv) is a geodesic in M
and expp is a local isometry. Thus, by Theorem 1.23 (Hopf–Rinow), (T Mp, ḡ) is
complete. Now Proposition 4.9 shows that expp : T Mp → M is a covering map. �

4.13 Lemma Let M be a Hadamard manifold. Then for every pair of geodesics
c, c̄ : R→ M , the function t 7→ d(c(t), c̄(t)) is convex on R.

Proof : Exercise. �

4.14 Proposition (flat strip) Suppose that M is a Hadamard manifold, c, c̄ : R→
M are two unit speed geodesics with distinct images, and sups∈R d(c(s), c̄(s)) < ∞.
Let f : R × [0,1] → M be the geodesic homotopy between c and c̄; that is, for fixed
s ∈ R, t 7→ f (s, t) is the unique geodesic from c(s) to c̄(s). Then there is an inner
product on R2 with respect to which f is a totally geodesic isometric embedding.

The following argument (from [DeL2016]) is based entirely on Lemma 4.13.

Proof : For every r ∈ R, the function s 7→ d(c(s), c̄(s + r)) is bounded and convex
on R and thus equal to some constant ν(r). Furthermore ν(r) > 0, for otherwise c
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and c̄ would have the same trace, contrary to the assumption. We now show that
for every pair of points x = (s, t) and x̄ = (s̄, t + δ) in R × [0,1] with δ ≥ 0,

(1) d( f (x), f (x̄)) =

{
δ ν

(
s̄−s
δ

)
if δ > 0,

| s̄ − s | if δ = 0.

Suppose first that δ > 0, and put r := s̄−s
δ . Let y := (s−tr,0) and ȳ := (s+(1−t)r,1)

denote the points where the line through x and x̄ intersects R × {0} and R × {1}.
Then

(2) d( f (y), f (ȳ)) = d(c(s − tr), c̄(s − tr + r)) = ν(r).

Write η := f (s, · ) and η̄ := f (s̄, · ). By convexity,

(3) d( f (y), f (x)) = d(c(s − tr), η(t)) ≤ t d(c(s − r), η(1)) = t ν(r).

Similarly, we infer that

(4) d( f (x̄), f (ȳ)) ≤ (1 − t − δ) ν(r)

as well as d(η(0), η̄(δ)) ≤ δ ν(r) and d(η(1 − δ), η̄(1)) ≤ δ ν(r). Hence, by the
convexity of λ 7→ d(η(λ), η̄(λ + δ)) on [0,1 − δ], also

(5) d( f (x), f (x̄)) = d(η(t), η̄(t + δ)) ≤ δ ν(r).

From (2)–(5) and the triangle inequality it follows that all inequalities derived so
far are in fact equalities. In view of (5), this yields the first part of (1). For the
second, we assume that the points x = (s, t) and x̄ = (s̄, t) lie in R × (0,1). Putting
x̄δ := (s̄, t + δ) for δ > 0, we deduce that

d( f (x), f (x̄)) = lim
δ→0+

d( f (x), f (x̄δ)) = lim
δ→0+

δ ν
( s̄ − s
δ

)
.

Since |r | − ν(0) ≤ ν(r) ≤ |r | + ν(0) for all r ∈ R, this limit is equal to | s̄ − s |,
as required. It follows readily from (1) that there is a norm ‖ · ‖ on R2 such that
d( f (x), f (x̄)) = ‖ x̄ − x‖ for all x, x̄ ∈ R × [0,1]. Note that the triangle inequality
for ‖ · ‖ is just inherited from M .

Finally, since f is distance preserving with respect to ‖ · ‖, it follows that
‖v‖2 = ( f ∗g)x(v, v) for all x ∈ R × [0,1] and v ∈ R2. Thus the inner product
( f ∗g)x is independent of x and induces ‖ · ‖. �

Isometries of Hadamard manifolds

4.15 Definition Let M be a Hadamard manifold, and let γ ∈ Isom(M) be an
isometry. The displacement function dγ : M → [0,∞) is defined by dγ(p) :=
d(p, γ(p)) for all p ∈ M . We put

|γ | := inf{dγ(p) : p ∈ M} and Min(γ) := {p ∈ M : dγ(p) = |γ |}.
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4.16 Lemma The set Min(γ) is closed, γ-invariant, and convex.

Proof : It is clear that Min(γ) is closed. For every p ∈ Min(γ),

dγ(γp) = d(γp, γ2p) = d(p, γp) = dγ(p) = |γ |,

thus Min(γ) is γ-invariant. Lastly, if c : [0,1] → M is a geodesic such that
c(0), c(1) ∈ Min(γ), then it follows from Lemma 4.13 that

d(c(λ), γc(λ)) ≤ (1 − λ) d(c(0), γc(0)) + λ d(c(1), γc(1)) = |γ |

for all λ ∈ [0,1]. This shows that Min(γ) is convex. �

Isometries of Hadamard manifolds are classified as follows.

4.17 Definition An isometry γ of M is called parabolic if Min(γ) is empty and
semi-simple otherwise. In the latter case, γ is elliptic if |γ | = 0 (that is, γ has a
fixed point) and hyperbolic if |γ | > 0.

For an isometry γ, a unit speed geodesic c : R → M is called an axis of γ if
there exists a number a > 0 such that

γ(c(s)) = c(s + a) for all s ∈ R.

If γ possesses an axis, then γ will be called axial.

4.18 Lemma Let γ ∈ Isom(M). If γ has an axis c, then the corresponding number
a > 0 is equal to |γ |, thus γ is hyperbolic and c(R) ⊂ Min(γ). Conversely, if γ is
hyperbolic, then for every point p ∈ Min(γ) there is an axis of γ through p, and for
every pair of axes c, c̄ : R→ M the function s 7→ d(c(s), c̄(s)) is constant.

Proof : Suppose that c is an axis of γ with shift a > 0. For p := c(0) and any
q ∈ M , the triangle inequality gives

d(p, γnp) ≤ d(p,q) + n dγ(q) + d(γnq, γnp)

= 2 d(p,q) + n dγ(q)

for all n ≥ 1, where d(p, γnp) = na. Thus a ≤ dγ(q) for all q ∈ M and so
dγ(p) = a = |γ |. Hence γ is hyperbolic, and c(R) ⊂ Min(γ).

For the converse, let γ be a hyperbolic isometry of M , put a := |γ | > 0, and
let p ∈ Min(γ). Let c : [0,a] → M be the (unit speed) geodesic from p to γp, and
extend it to a curve c : R → M such that c(na + t) = γn c(t) for all n ∈ Z and
t ∈ [0,a]. Then, for all such na + t =: s ∈ R,

γ c(s) = γn+1c(t) = c((n + 1)a + t) = c(s + a).
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Since c is parametrized by arc length, it follows that

a = L(c |[s,s+a]) ≥ d(c(s), c(s + a)) = d(c(s), γ c(s)) ≥ |γ | = a.

Thus c is a geodesic and an axis. If c̄ : R → M is another axis of γ, then the
function s 7→ d(c(s), c̄(s)) is bounded and convex, hence constant. �

4.19 Proposition Suppose that M is Hadamard manifold, and Γ is a subgroup of
Isom(M) whose action is properly discontinuous and cocompact, that is, there is a
compact set K ⊂ M such that

⋃
α∈Γ α(K) = M . Then every γ ∈ Γ is semisimple

(that is, hyperbolic or elliptic). In particular, if the action of Γ is also free, then
every γ ∈ Γ \ {id} is hyperbolic and hence axial.

Proof : Let γ ∈ Γ. We want to show that the infimum |γ | = inf dγ is attained. Let
p1, p2, . . . be a sequence of points in M such that dγ(pk) → |γ | for k → ∞. There
exist a compact set K ⊂ M and elements αk ∈ Γ such that qk := α−1

k
pk ∈ K for all

k. Put γk := α−1
k
γαk . Then

dγk (qk) = d(α−1
k pk, α−1

k γpk) = dγ(pk),

hence the sets γk(K) stay within bounded distance from K . Since Γ acts properly
discontinuously, it follows that the set {γk : k = 1,2, . . . } is finite. We now choose
a sequence k(i) such that all γk(i) are equal to a fixed γ̄ ∈ Γ, and such that qk(i)
converges to a point q ∈ K , as i → ∞. Then dγ(αk(i)q) = d(q, γk(i)q) = dγ̄(q) for
all i, and

dγ̄(q) = lim
i→∞

dγ̄(qk(i)) = lim
i→∞

dγ(pk(i)) = |γ |.

Thus dγ(αk(i)q) = |γ | for any i. �

The following result was established in [Pr1942].

4.20 Theorem (Preissmann 1942) If M is a compact connected Riemannian man-
ifold with sec < 0, then every non-trivial abelian subgroup of π1(M) is isomorphic
to Z.

This shows for example that the torus Tm = Rm/Zm (m ≥ 2) cannot carry a
metric with sec < 0.

Proof : The universal Riemannian covering M̃ of M is a Hadamard manifold with
sec < 0 (note that M̃ is complete since M is), and M is isometric to M̃/Γ for the
group Γ ⊂ Isom(M̃) of deck transformations, which is isomorphic to π1(M). The
group Γ acts freely and properly discontinuously as well as cocompactly on M̃ ,
because M is compact. By Proposition 4.19, every γ ∈ Γ \ {id} is axial. Since
sec < 0, it follows from Proposition 4.14 that every such γ has a unique axis
Lγ ⊂ M̃ . Furthermore, since γ has no fixed point, every line L ⊂ M̃ preserved
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by γ is an axis and hence equal to Lγ. Now if β, γ ∈ Γ \ {id} are two commuting
elements, then γ(βLγ) = β(γLγ) = βLγ, thus βLγ = Lγ and so Lβ = Lγ. We
conclude that every non-trivial abelian subgroup A ⊂ Γ acts by translation on a line
L ⊂ M̃ , and it follows readily that A is isomorphic to Z. �
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Chapter 5

Triangle comparison

Some model space geometry

Let M be a metric space with metric d. By a segment connecting two points p,q in
M we mean the image of an isometric embedding [0, d(p,q)] → M that maps 0 to
p and d(p,q) to q (a minimizing geodesic from p to q). We will write pq for some
such segment (assuming there is one), despite the fact that it need not be uniquely
determined by p and q. We will use the symbol |pq | as a shorthand for d(p,q),
regardless of the existence of a segment pq. The perimeter of a triple (p, x, y) of
points in M is the number

Per(p, x, y) := |px | + |py | + |xy |.

By a hinge Hp(x, y) in M we mean a collection of three points p, x, y and two non-
degenerate segments px, py in M; thus p < {x, y} (but possibly x = y). We call p
the vertex, x, y the endpoints, and px, py the sides of the hinge. By the perimeter
Per(H) of a hinge H = Hp(x, y) we mean the perimeter of the triple (p, x, y).

Let againMm
κ denote the m-dimensional, complete and simply connected model

space of constant sectional curvature κ ∈ R, and recall that

Dκ := Diam(Mm
κ ) =

{
π√
κ

if κ > 0,

∞ if κ ≤ 0.

For κ ∈ R we denote by snκ : R → R and csκ : R → R the solutions of the
differential equation f ′′ + κ f = 0 satisfying the initial conditions

snκ(0) = 0, sn′κ(0) = 1, csκ(0) = 1, cs′κ(0) = 0.

(Recall that if c : R → Mm
κ is a unit speed geodesic, and if X is a parallel normal

vector field along c and f : R→ R is a smooth function, then f X is a Jacobi field
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along c if and only if f ′′ + κ f = 0.) Explicitly,

snκ(x) =
∞∑
n=0

(−κ)n

(2n + 1)!
x2n+1 =


1√
κ

sin(
√
κx) if κ > 0,

x if κ = 0,
1√
−κ

sinh(
√
−κx) if κ < 0,

csκ(x) =
∞∑
n=0

(−κ)n

(2n)!
x2n =


cos(
√
κx) if κ > 0,

1 if κ = 0,
cosh(

√
−κx) if κ < 0.

Note that snκ is positive on (0,Dκ) and strictly increasing on (−1
2 Dκ,

1
2 Dκ). The

identity cs2
κ +κ sn2

κ = 1 holds, and for x, y ∈ R,

snκ(x + y) = snκ(x) csκ(y) + csκ(x) snκ(y),
csκ(x + y) = csκ(x) csκ(y) − κ snκ(x) snκ(y).

κ sn2
κ

( x
2

)
=

1 − csκ(x)
2

,

cs2
κ

( x
2

)
=

1 + csκ(x)
2

.

The law of cosines for Mm
κ , κ ∈ R, can be expressed in a unified way as follows.

5.1 Lemma (law of cosines) Let Hp(x, y) be a hinge in M2
κ with angle γ :=

]p(x, y) ∈ [0, π], and put a := |py |, b := |px |, c := |xy |. Then

sn2
κ

( c
2

)
= sn2

κ

(a + b
2

)
− snκ(a) snκ(b) cos2

(γ
2

)
= sn2

κ

(a − b
2

)
+ snκ(a) snκ(b) sin2

(γ
2

)
.

Note that cos2 (γ
2
)
= 1

2 (1 + cos(γ)) and sin2 (γ
2
)
= 1

2 (1 − cos(γ)). Multiplying
the above formula by κ one obtains the (more standard) expression

csκ(c) = csκ(a) csκ(b) + κ snκ(a) snκ(b) cos(γ)

for κ , 0.

Proof : Exercise. �

5.2 Lemma Let κ ∈ R and a, b ∈ (0,Dκ) be fixed. For γ ∈ [0, π], let Hp(x, y)
be a hinge in M2

κ such that |px | = b, |py | = a, and ]p(x, y) = γ, and put
ca,b(γ) := d(x, y). The function ca,b so defined is continuous and strictly increasing
on [0, π].

Proof : This follows directly from Lemma 5.1. �
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The next lemma goes back to Alexandrov [Al1955] (compare Lemma 4.3.3
in [BuBI2001]).

5.3 Lemma (Alexandrov) Suppose that Hp(q, y) and Hq(x, y) are two hinges in
M2
κ with |py |, |qy |, |pq | + |qx | < Dκ , and Hp̄(x̄, ȳ) is a hinge in M2

κ such that
| p̄x̄ | = |pq | + |qx |, | p̄ȳ | = |py |, and | x̄ ȳ | = |xy |. Then

]q(p, y) + ]q(x, y) ≤ π ⇐⇒ ]p(q, y) ≥ ]p̄(x̄, ȳ),

]q(p, y) + ]q(x, y) ≥ π ⇐⇒ ]p(q, y) ≤ ]p̄(x̄, ȳ).

Proof : Prolongate pq to a segment px ′ of length |px ′ | = |pq | + |qx |. Consider the
following obvious identities:

π − ]q(p, y) − ]q(x, y) = ]q(x ′, y) − ]q(x, y),(1)
|x ′y | − |xy | = |x ′y | − | x̄ ȳ |,(2)

]p(x ′, y) − ]p̄(x̄, ȳ) = ]p(q, y) − ]p̄(x̄, ȳ).(3)

By Lemma 5.2, the right side of (1) and the left side of (2) have the same sign
(∈ {−1,0,1}), and also the right side of (2) and the left side of (3) have equal sign.
Hence, the same holds for the left side of (1) and the right side of (3). �

Alexandrov comparisons

Let again M be a metric space, and let κ ∈ R. Given p, x, y ∈ M , a triple (p̄, x̄, ȳ)
of points inM2

κ is called a comparison triple for (p, x, y) if | p̄x̄ | = |px |, | p̄ȳ | = |py |,
and | x̄ ȳ | = |xy |.

5.4 Remark If κ ≤ 0, such a comparison triple always exists, and if κ > 0, a
comparison triple exists if and only if Per(p, x, y) ≤ 2Dκ . This is obvious if one
of the distances a := |py |, b := |px |, and c := |xy | is zero or equal to Dκ . On the
other hand, if a, b, c ∈ (0,Dκ), then it follows from Lemma 5.2 that the function
ca,b maps [0, π] bijectively onto I := [|a − b|,a + b] or I := [|a − b|,2Dκ − a − b],
depending on whether a + b < Dκ or a + b ≥ Dκ . In either case, the given number
c is contained in I, so there exists a unique γ ∈ [0, π] such that ca,b(γ) = c.

5.5 Definition Consider a triple (p, x, y) of points in M such that p < {x, y}. In
the case κ > 0, suppose that |px |, |py | < Dκ and Per(p, x, y) ≤ 2Dκ . Then any
comparison triple (p̄, x̄, ȳ) in M2

κ uniquely determines a hinge Hp̄(x̄, ȳ) and one
defines the comparison angle ]κp(x, y) ∈ [0, π] as the hinge angle, thus

]κp(x, y) := ]p̄(x̄, ȳ).
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For an arbitrary hinge Hp(x, y) in M , the (Alexandrov) angle or upper angle of
Hp(x, y) is then defined by

∠p(x, y) := lim sup
u∈px, v∈py

u,v→p

]κp(u, v).

5.6 Remark It is not difficult to see that the upper angle ∠p(x, y) does not depend on
the choice of κ ∈ R. Furthermore, if px, py, pz are three non-degenerate segments
in M , the triangle inequality

∠p(x, y) + ∠p(y, z) ≥ ∠p(x, z)

holds, see [Al1951] or Proposition I.1.14 in [BrH1999].

5.7 Definition Let again Hp(x, y) be a hinge in M , and suppose that Per(p, x, y) <
2Dκ . Let (p̄, x̄, ȳ) be a comparison triple in M2

κ for (p, x, y), and let Hp̂(x̂, ŷ) be
a comparison hinge in M2

κ for Hp(x, y); that is, | p̂x̂ | = |px |, | p̂ŷ | = |py |, and
]p̂(x̂, ŷ) = ]p(x, y). We are interested in the following comparison properties for
curvature ≥ κ that Hp(x, y) may or may not have:

(Aκ) (Angle comparison) ]p(x, y) ≥ ]p̄(x̄, ȳ) (= ]κp(x, y));

(Hκ) (Hinge comparison) |xy | ≤ | x̂ ŷ |;

(Dκ) (Distance comparison) |uv | ≥ |ūv̄ | whenever u ∈ px, v ∈ py, ū ∈ p̄x̄, v̄ ∈ p̄ȳ,
and |pu| = | p̄ū|, |pv | = | p̄v̄ |.

The corresponding comparison properties for curvature ≤ κ, denoted (Aκ), (Hκ),
and (Dκ), are defined analogously, just with reversed inequalities.

5.8 Lemma For an individual hinge Hp(x, y) in M with Per(p, x, y) < 2Dκ ,

(Dκ)⇒ (Aκ)⇔ (Hκ) and (Dκ)⇒ (Aκ)⇔ (Hκ).

For the implications (Aκ)⇒ (Dκ) and (Aκ)⇒ (Dκ), see Lemma 5.9 below.

Proof : Suppose that Hp(x, y) satisfies (Dκ). With the above notation, it follows
from the inequality |uv | ≥ |ūv̄ | and Lemma 5.2 that ]κp(u, v) ≥ ]p̄(ū, v̄) = ]p̄(x̄, ȳ).
Taking the upper limit for u, v → p, we conclude that (Aκ) holds. Lemma 5.2 also
shows that ]p(x, y) = ]p̂(x̂, ŷ) ≥ ]p̄(x̄, ȳ) if and only if | x̂ ŷ | ≥ | x̄ ȳ | = |xy |; that is,
(Aκ)⇔ (Hκ). The second part of the lemma is shown analogously. �

We call a segment px in a metric space balanced if, for every non-degenerate
segment qy with q ∈ px \ {p, x}, the (upper) angles formed by qy and the sub-
segments qp,qx of px satisfy ]q(p, y) + ]q(x, y) = π. Note that, by the triangle
inequality for angles (Remark 5.6), the inequality ]q(p, y) + ]q(x, y) ≥ π always
holds, since ]q(p, x) = π. Obviously, in a Riemannian manifold every segment is
balanced.
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5.9 Lemma Let Hp(x, y) be a hinge in M with Per(p, x, y) < 2Dκ , and suppose
that for every pair of points in px ∪ py there is a connecting segment in M . If every
hinge with one side contained in px or py and the opposite endpoint on py or px,
respectively, satisfies (Aκ), then Hp(x, y) satisfies (Dκ). The analogous result for
(Aκ) and (Dκ) holds if the segments px, py are balanced.

Proof : Let (p̄, x̄, ȳ) be a comparison triple in M2
κ for (p, x, y), and let u, v , p and

ū, v̄ be given as in (Dκ). First we show that |uy | ≤ |ūȳ |. Omitting some trivial
cases, we assume that u , x, y. The two hinges formed by a segment uy and one of
the subsegments up,ux of px satisfy (Aκ) by assumption, thus

(1) ]κu(p, y) + ]
κ
u(x, y) ≥ ]u(p, y) + ]u(x, y) ≥ π.

Lemma 5.3 then shows that ]κp(u, y) ≤ ]p̄(x̄, ȳ) = ]p̄(ū, ȳ), and Lemma 5.2 yields
|uy | ≤ |ūȳ |. Now an analogous argument shows that |uv | ≤ |ũṽ | if (p̃, ũ, ỹ) is
a comparison triple for (p,u, y) and ṽ ∈ p̃ỹ is such that |pv | = | p̃ṽ |. Since
|ũỹ | = |uy | ≤ |ūȳ |, we get that ]p̃(ũ, ṽ) = ]p̃(ũ, ỹ) ≤ ]p̄(ū, ȳ) = ]p̄(ū, v̄) and hence
|ũṽ | ≤ |ūv̄ | by Lemma 5.2. Thus |uv | ≤ |ūv̄ |, as required.

The corresponding result for (Aκ) and (Dκ) is shown in exactly the same way,
with all inequalities reversed, except that the second relation in (1) is turned into an
equality, holding by assumption. �

5.10 Definition A metric space M is called a space of curvature ≥ κ or ≤ κ in the
sense of Alexandrov if every point q has a neighborhoodUq such that any two points
in Uq are connected by a segment in M and every hinge Hp(x, y) with p, x, y ∈ Uq

and Per(p, x, y) < 2Dκ satisfies (Dκ) or (Dκ), respectively.

Again due to Lemma 5.2, the upper angle between two segments in such a space
M always exists as a limit, by monotonicity.

5.11 Lemma In an Alexandrov space of curvature ≥ κ ∈ R, every segment is
balanced.

Proof : Let px,qy be two non-degenerate segments in M such that q ∈ px \ {p, x}.
Let u ∈ qp, v ∈ qx, w ∈ qy be points distinct from q, and assume that u , w.
If u, v,w are sufficiently close to q, then there is a segment uw such that the hinge
Hu(v,w) with uv ⊂ px satisfies (Dκ). Let (ū, v̄, w̄) be a comparison triple in M2

κ

for (u, v,w), and let q̄ ∈ ūv̄ be the point with |q̄ū| = |qu|. Then |qw | ≥ |q̄w̄ | and
so ]κu(q,w) ≥ ]ū(q̄, w̄) = ]ū(v̄, w̄) by Lemma 5.2. Now Lemma 5.3 shows that
]κq(u,w)+ ]

κ
q(v,w) ≤ π. Letting u, v,w tend to q we get that ]q(p, y)+ ]q(x, y) ≤ π.

�

5.12 Theorem A connected Riemannian manifold M is a space of curvature ≥ κ or
≤ κ ∈ R in the sense of Alexandrov if and only if sec ≥ κ or sec ≤ κ, respectively.
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Proof : Suppose that sec ≥ κ or sec ≤ κ. If p ∈ M , r ∈ (0,Dκ], and expp : Br →

B(p,r) is a diffeomorphism, then it follows easily from Corollary 3.19 that every
hinge Hp(x, y) in M with x, y ∈ B(p,r/2) satisfies (Hκ) or (Hκ), respectively (note
that d(x, y) < r and every curve of length < r from x to y lies in B(p,r)). Now
it follows from (the proof of) Corollary 1.22, Lemma 5.8, Lemma 5.9 and the fact
that segments in M are balanced that M has curvature ≥ κ or ≤ κ in the sense of
Alexandrov.

The proof of the other implication is left as an exercise. �

Toponogov’s Theorem

5.13 Lemma Let κ ∈ R, let M be a metric space, and let Hp(x, y) be a hinge in M
with Per(p, x, y) < 2Dκ . Suppose that there exist a point q ∈ px \ {p, x, y} and a
segment qy such that each of the three hinges Hp(q, y),Hq(p, y),Hq(x, y) with sides
in px ∪ py ∪ qy satisfies (Aκ), and ]q(p, y) + ]q(x, y) = π. Then H satisfies (Aκ)
as well.

Proof : Note that Per(p,q, y),Per(q, x, y) ≤ Per(p, x, y) < 2Dκ . Since Hp(q, y)
satisfies (Aκ), ]p(x, y) = ]p(q, y) ≥ ]κp(q, y). By the remaining assumptions,

]κq(p, y) + ]
κ
q(x, y) ≤ ]q(p, y) + ]q(x, y) = π,

hence Lemma 5.3 shows that ]κp(q, y) ≥ ]κp(x, y). Thus ]p(x, y) ≥ ]κp(x, y). �

5.14 Proposition Let κ ∈ R, and let M be a metric space such that every segment
in M is balanced and every pair of points in M at distance < Dκ is connected by
a segment. Let Hp(x, y) be a hinge in M with Per(p, x, y) < 2Dκ . If every hinge
Hp′(x ′, y′) in M with Per(p′, x ′, y′) < 4

5 Per(p, x, y) and an endpoint on px ∪ py
satisfies (Aκ), then Hp(x, y) satisfies (Aκ) as well.

Proof : Part I. First we prove that if H0 = Hp0(x0, y0) is a hinge in M with sides
of length a := |p0y0 | and b := |p0x0 | <

1
5 a, where a + b < Dκ , and if every hinge

Hp′(x ′, y′) in M with Per(p′, x ′, y′) < 4
5 Per(p0, x0, y0) and {x ′, y′} ∩ {x0, y0} , ∅

satisfies (Aκ), then H0 satisfies (Aκ) as well.
Starting from H0, we will inductively construct a particular sequence of hinges

Hn = Hpn (xn, yn) in M such that {xn, yn} = {x0, y0} and the numbers ln :=
|pnxn | + |pnyn | satisfy

(1) a + b = l0 ≥ l1 ≥ l2 ≥ . . . ≥ |x0y0 |;

furthermore, for n ≥ 1, |pnxn | = b′ := 2
5 a and hence

(2) |pnyn | ≥ |xnyn | − |pnxn | = |x0y0 | − b′ ≥ a − b − b′ > b′.
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The hinge H0 is already given. Let γ0 denote its angle. For n ≥ 1, if Hn−1
is constructed, let pn ∈ pn−1yn−1 be the point at distance b′ from yn−1, and put
xn := yn−1 and yn := xn−1. The sides of Hn are the subsegment pnxn of pn−1yn−1
and an arbitrary segment pnyn. Let γn denote the angle of Hn, and note that the
adjacent angle between pnyn and the segment pnpn−1 ⊂ pn−1yn−1 equals π − γn,
because segments in M are balanced. Clearly (1) holds. Note also that

(3) Per(pn−1, pn, yn) ≤ 2(ln−1 − b′) ≤ 2(a + b − b′) < 8
5 a ≤ 4

5 Per(p0, x0, y0).

Now we will construct a sequence of hinges H̄n := Hp̄n (x̄n, ȳn) inM2
κ such that

| p̄n x̄n | = |pnxn |, | p̄n ȳn | = |pnyn |,

(4) | x̄0 ȳ0 | ≥ | x̄1 ȳ1 | ≥ | x̄2 ȳ2 | ≥ . . . ,

and such that the angle γ̄n of H̄n is greater than or equal to γn. Let H̄0 be a
comparison hinge for H0, thus γ̄0 = γ0. For n ≥ 1, given H̄n−1, let p̄n ∈ p̄n−1 ȳn−1
be the point at distance b′ from ȳn−1, put x̄n := ȳn−1, and choose ȳn such that
(p̄n−1, p̄n, ȳn) is a comparison triple for (pn−1, pn, yn). This determines H̄n. Put
ω̄n := ]p̄n−1(p̄n, ȳn) = ]p̄n−1(x̄n, ȳn). In view of (3), and since yn ∈ {x0, y0},
the inequalities γn−1 ≥ ω̄n and π − γn ≥ π − γ̄n hold by assumption. Hence,
γ̄n−1 ≥ γn−1 ≥ ω̄n and so | x̄n−1 ȳn−1 | ≥ | x̄n ȳn | by Lemma 5.2.

Now, if n→∞, then

| p̄n−1 p̄n | + | p̄n−1 ȳn | − | p̄n ȳn | = ln−1 − ln → 0

by (1), consequently ω̄n → π and γ̄n → π (note that | p̄n−1 p̄n | = |pn−1yn−1 | − b′ ≥
a − b − 2b′ > 0 by (2), and | p̄n−1 ȳn | = b′ > 0). This implies in turn that

ln − | x̄n ȳn | = | p̄n x̄n | + | p̄n ȳn | − | x̄n ȳn | → 0

as n → ∞ (recall that ln ≤ a + b < Dκ). In view of (1) and (4), this gives
| x̄0 ȳ0 | ≥ |x0y0 |, so H0 satisfies (Hκ) and hence also (Aκ).

Part II. Let a hinge Hp(x, y) with Per(p, x, y) < 2Dκ be given. If y ∈ px, then
]κp(x, y) = 0 and (Aκ) holds trivially. Suppose now that a := d(y, px) > 0. Note
that for all x ′ ∈ px, |x ′y | ≤ 1

2 Per(p, x, y) < Dκ . Choose b ∈ (0, 1
5 a) such that

|x ′y | + b < Dκ for all x ′ ∈ px. Now subdivide px into finitely many subsegments
of length at most b. It follows from the result of Part I that every hinge Hx′(x ′′, y)
with x ′x ′′ ⊂ px and |x ′x ′′ | ≤ b satisfies (Aκ). Now use Lemma 5.13 repeatedly to
show that Hp(x, y) satisfies (Aκ) as well. �

5.15 Theorem (Toponogov) Let κ ∈ R, and let M be a complete metric space of
curvature ≥ κ in the sense of Alexandrov. Suppose that every pair of points in M
at distance < Dκ is connected by a segment. Then every hinge Hp(x, y) in M with
Per(p, x, y) < 2Dκ satisfies (Aκ), (Hκ), and (Dκ).
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Note that this applies, of course, to complete Riemannian manifolds with sec-
tional curvature greater than or equal to κ. For this case, the result was established
in [To1959] (see also [To1957] and [To1958]). Purely metric proofs were given
later in [Pl1991], [BurGP1992], and [Pl1996].

A closer look at the proof (of Lemma 5.13 and Part II of Proposition 5.14)
reveals that the comparisons (Aκ) and (Hκ) hold also for generalized hinges where
one of the sides, px say, is just a (locally minimizing) geodesic segment of length
L(px) ≤ |py | + |xy |. The condition Per(p, x, y) < 2Dκ is then replaced by the
assumption that L(px)+ |py |+ |xy | < 2Dκ , and comparison triples or hinges inM2

κ

are chosen such that | p̄x̄ | = L(px).

Proof : Recall that by Lemma 5.11 all segments in M are balanced. By Lemma 5.8
and Lemma 5.9, it thus suffices to prove that every hinge in M with perimeter less
than 2Dκ satisfies (Aκ). Suppose to the contrary that there exists a hinge H in M
with Per(H) < 2Dκ that does not satisfy (Aκ). Then, by Proposition 5.14, there
exists a hinge H1 with Per(H1) <

4
5 Per(H) and an endpoint on the union of the sides

of H such that H1 does not satisfy (Aκ) either. Inductively, for n = 2,3, . . ., there
exist hinges Hn such that Per(Hn) <

4
5 Per(Hn−1) <

( 4
5
)n Per(H), some endpoint of

Hn lies on the union of the sides of Hn−1, and Hn does not satisfy (Aκ). Let pn
denote the vertex of Hn. Clearly the sequence (pn) is Cauchy and thus converges
to a point q ∈ M . However, since M has curvature ≥ κ, all hinges with vertex
and endpoints in an appropriate neighborhood of q satisfy (Aκ). This gives a
contradiction, as pn → q and Per(Hn) → 0. �

5.16 Theorem Let M be a complete and geodesic Alexandrov space of curvature
≥ κ > 0. Suppose that for every segment px in M with |px | > Dκ and midpoint
q there exists a non-trivial segment qy perpendicular to px (this excludes 1-
dimensional spaces of diameter > Dκ). Then every triple of points p, x, y in M
has Per(p, x, y) ≤ 2Dκ ; in particular Diam(M) ≤ Dκ . If Per(p, x, y) = 2Dκ and
|px |, |py | ∈ (0,Dκ), then there are unique segments px and py, and ]p(x, y) = π.

Proof : First we show that Diam(M) ≤ Dκ . Suppose that px is a segment in
M of length |px | ∈ (Dκ,2Dκ). Let q be its midpoint, and let qy be a non-trivial
segment perpendicular to px such that Per(p,q, y),Per(q, x, y) < 2Dκ . Consider two
segments p̄q̄ and q̄ x̄ in M2

κ such that | p̄q̄ | = |q̄ x̄ | = 1
2 |px | and ]q̄(p̄, x̄) = π, and let

q̄ ȳ be a perpendicular segment of length |qy |. Since p̄ and x̄ are not antipodal (and
p̄ , x̄), p̄, ȳ, x̄ do not lie on a great circle, hence Per(p̄, ȳ, x̄) < 2Dκ = Per(p̄, q̄, x̄)
and so

| p̄ȳ | + | ȳ x̄ | < | p̄q̄ | + |q̄ x̄ | = |px |.

By Theorem 5.15 (hinge comparison (Hκ)), the left side is greater than or equal
to |py | + |yx |. Thus |py | + |yx | < |px |, in contradiction to the triangle inequality.
Since M is geodesic, it follows that Diam(M) ≤ Dκ .
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Next, suppose that there exists a hinge Hp(x, y) in M with P := Per(p, x, y) >
2Dκ . Note that |px |, |py |, |xy | ≤ Dκ < 1

2 P; in particular there is a point q ∈
px \ {p, x} such that |pq | + |py | = 1

2 P. Let κ′ ∈ (0, κ) be such that P = 2Dκ′,
and let (p̄, x̄, ȳ) be a comparison triple in M2

κ′ for (p, x, y). Then the point q̄ ∈ p̄x̄
with | p̄q̄ | = |pq | is antipodal to ȳ, thus |q̄ ȳ | = 1

2 P. Now it follows from distance
comparison (Dκ′′) for κ′′ < κ′ and a limit argument that |qy | ≥ 1

2 P > Dκ , in
contradiction to Diam(M) ≤ Dκ . This shows that all triples in M have perimeter at
most 2Dκ .

Finally, suppose that P := Per(p, x, y) = 2Dκ and |px |, |py | ∈ (0,Dκ). Note that
]κp(x, y) = π. Hence, by angle comparison (Aκ′) for κ′ < κ and a limit argument,
]p(x, y) = π for any choice of segments px, py. It then follows easily that px, py
are in fact unique. �

Open manifolds of non-negative curvature

To illustrate the utility of Toponogov’s Theorem, we will now discuss some of
the results of Cheeger, Gromoll, and Meyer on the global shape of complete non-
compact manifolds of non-negative sectional curvature. The general references
are [GrM1969], [ChG1972], [Sh1974], and Section 8 in [ChE1975].

We start with a brief general discussion of Busemann functions.
Let M be a complete Riemannian manifold. A ray % in M is a geodesic

% : [0,∞) → M , parametrized by arc length, such that d(%(s), %(t)) = |s − t | for
all s, t ∈ [0,∞). If M is non-compact, then for every point p ∈ M there is at least
one ray % with %(0) = p. To see this, choose a sequence of minimizing geodesics
%i : [0, d(p,qi)] → M from p to qi, where d(p,qi) → ∞. Since M is a proper metric
space, it follows easily that some subsequence converges uniformly on compact sets
to a ray emanating from p.

Now let a ray % in M be given. For x ∈ M and t ≥ s ≥ 0,

d(x, %(t)) − t ≤ d(x, %(s)) + d(%(s), %(t)) − t = d(x, %(s)) − s,

furthermore the function t 7→ d(x, %(t)) − t is bounded from below by −d(x, %(0)).
Therefore the limit

b%(x) := lim
t→∞

d(x, %(t)) − t

exists. This defines the Busemann function b% : M → R of %. Note that b%(%(s)) =
−s for all s ≥ 0, and

|b%(x) − b%(y)| ≤ d(x, y)

for all x, y ∈ M , that is, b% is 1-Lipschitz.
For r ∈ R, the level set {b% = r} is called a horosphere, the sublevel set

B(%,r) := {b% < r} an (open) horoball. Clearly

B(%,r) =
⋃

t∈[0,∞)

B(%(t),r + t);
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indeed, both sides are equal to the set of all x ∈ M with the property that d(x, %(t))−
t < r for some t ≥ 0.

5.17 Lemma Let M be a complete Riemannian manifold. Given a ray % and a
point q ∈ M , there exists a ray σ such that σ(0) = q and

b%(σ(s)) = b%(q) − s

for all s ≥ 0. The Busemann function bσ of any such ray σ satisfies

bσ(x) ≥ b%(x) − b%(q)

for every x ∈ M .

Proof : For every t ≥ 0, let σt : [0, d(q, %(t)] → M be a minimizing geodesic from
q to %(t). Then, for a fixed s ≥ 0 and for all sufficiently large t,

b%(q) − s ≤ b%(σt (s)) ≤ b%(%(t)) + d(σt (s), %(t)) = −t + d(q, %(t)) − s.

As t → ∞, the last term tends to b%(q) − s, hence b%(σt (s)) → b%(q) − s as well.
For some sequence ti → ∞ the σti converge, uniformly on compact sets, to the
desired ray σ.

Since d(x, σ(s)) − s ≥ b%(x) − b%(σ(s)) − s = b%(x) − b%(q) for all s ≥ 0, the
Busemann function of σ satisfies bσ(x) ≥ b%(x) − b%(q) for all x ∈ M , as claimed.

�

Let further M denote a complete Riemannian manifold. A set C ⊂ M is
called totally convex if every geodesic c : [0,1] → M (minimizing or not) with
c(0), c(1) ∈ C satisfies c(λ) ∈ C for all λ ∈ [0,1].

A function f : C → R on a totally convex set C ⊂ M is called concave if for
every geodesic c : [0,1] → C and every λ ∈ [0,1], we have

f (c(λ)) ≥ (1 − λ) f (c(0)) + λ f (c(1)).

Note that then, for every r ∈ R, the superlevel set { f ≥ r} is totally convex. To
check the concavity of f , it clearly suffices to verify the above inequality for every
minimizing geodesic c : [0,1] → C.

5.18 Lemma Let M be a complete Riemannian manifold of non-negative sectional
curvature, and let % be a ray in M . Then the Busemann function b% : M → R is
concave, thus for every r ∈ R the horoball complement C := M \B(%,r) is a closed
totally convex subset of M .
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Proof : Let c : [0,1] → M be a minimizing geodesic from x to y , x. Let
λ ∈ (0,1), and put q := c(λ). By Lemma 5.17 there exists a ray σ with σ(0) = q
whose Busemann function satisfies

bσ(z) ≥ b%(z) − b%(q)

for all z ∈ M . Let γ denote the angle between σ′(0) and c′(λ). Now choose a
segment x̄ ȳ and a ray σ̄ inR2 such that d(x̄, ȳ) = d(x, y), σ̄(0) = q̄ := (1−λ)x̄+λ ȳ,
and σ̄ forms the same angle γ with q̄ ȳ. By Theorem 5.15 (hinge comparison (H0)),
d(x, σ(s)) ≤ d(x̄, σ̄(s)) for all s ≥ 0, therefore bσ(x) ≤ bσ̄(x̄). Together with
the above inequality for z = x this gives b%(x) − b%(q) ≤ bσ̄(x̄). Likewise,
b%(y) − b%(q) ≤ bσ̄(ȳ). Combining these two inequalities we obtain

(1 − λ)b%(x) + λb%(y) − b%(q) ≤ (1 − λ)bσ̄(x̄) + λbσ̄(ȳ),

and the right side equals zero since bσ̄ is affine and bσ̄((1−λ)x̄+λ ȳ) = bσ̄(q̄) = 0.
�

5.19 Proposition Let M be a complete non-compact Riemannian manifold of non-
negative sectional curvature. For every p ∈ M there exist a number t ≥ 0 and
a family (Cr )r ∈(−∞,t] of compact totally convex subsets Cr , ∅ of M such that
p ∈ ∂C0,

Cs = {q ∈ Cr : d(q, ∂Cr ) ≥ s − r}

whenever r < s ≤ t, and Ct has empty interior.

In particular, for r < s ≤ t, Cr contains the closed (s − r)-neighborhood of Cs.
Hence the family (Cr ) exhausts M , that is,

⋃
r Cr = M .

We also note that the curvature assumption will only be used through
Lemma 5.18.

Proof : Denote by R the set of all rays starting at the given point p. For every r ∈ R,
define

Cr :=
⋂
%∈R

(M \ B(%,r)) = {x ∈ M : b%(x) ≥ r for all % ∈ R}.

Clearly Cr is closed and totally convex (Lemma 5.18). For every ray % ∈ R,
%(0) = p is a boundary point of M \ B(%,0), so p ∈ ∂C0. Obviously Cs ⊂ Cr

whenever r ≤ s ∈ R. In particular, for the compactness assertion, it suffices to
show that every Cr with r ≤ 0 is compact. Suppose to the contrary that some
such Cr is non-compact. Then there exists a sequence of points qi ∈ Cr so that
d(p,qi) → ∞ for i → ∞. Since also p ∈ Cr and Cr is totally convex, for every qi
there is a minimizing geodesic %i : [0, d(p,qi)] → M from p to qi with image in
Cr . It follows that there is a ray % ∈ R with image in Cr , in contradiction to the fact
that %((|r |,∞)) ⊂ B(%,r).

69



Suppose now that r < s and q ∈ Cr . We want to prove that q ∈ Cs if and
only if d(q, ∂Cr ) ≥ s − r . If q ∈ Cs, note that for every x ∈ M \ Cr there is a ray
% ∈ R such that b%(x) < r and thus d(q, x) ≥ b%(q) − b%(x) > s − r; consequently
d(q, ∂Cr ) = d(q,M \Cr ) ≥ s − r . Conversely, assume that q < Cs. Then b%(q) < s
for some % ∈ R, and by Lemma 5.17 there exists a ray σ such that σ(0) = q and
b%(σ(s − r)) = b%(q) − (s − r) < r . Hence σ(s − r) belongs to the open set M \Cr

and so d(q, ∂Cr ) < d(q, σ(s − r)) = s − r .
Finally, let t := sup{r ∈ R : Cr , ∅}. From the properties of the sets Cr

already shown it is easily seen that 0 ≤ t < ∞, Cr , ∅ for all r ≤ t, and the interior
of Ct is empty. �

For a closed and totally convex subset C , ∅ of a complete m-dimensional
Riemannian manifold M , we now define the dimension dim(C) as the largest integer
l ∈ {0, . . . ,m} such that C contains a non-empty l-dimensional submanifold of M .
Then we let L(C) denote the union of all submanifolds L ⊂ M of dimension
l = dim(C) contained in C.

5.20 Proposition Suppose that M is a complete m-dimensional Riemannian man-
ifold and C , ∅ is a closed totally convex subset of M with dim(C) = l. Then
L(C) is an l-dimensional submanifold of M . If c : [0,1] → M is a geodesic with
c(0) ∈ L(C) and c(1) ∈ C, then c([0,1)) ⊂ L(C); in particular L(C) is totally
convex and C is the closure of L(C).

Note also that every totally convex submanifold N ⊂ M is totally geodesic.
On the other hand, a great circle in Sm ⊂ Rm+1 is totally geodesic but not totally
convex.

Proof : Wefirst show that for every p ∈ L(C) there exists a neighborhoodV of p in M
such that L(C)∩V = C∩V and this set is an l-dimensional submanifold of M . Given
p ∈ L(C), there exists an l-dimensional submanifold L ⊂ M such that p ∈ L ⊂ C.
We choose L small enough, together with an ε > 0, such that the normal exponential
map expTL⊥ restricted to the set of vectors of length < ε is a diffeomorphism onto
some neighborhood V of p in M and furthermore Bε ⊂ T Mq is a normal ball for
every q ∈ V . Clearly L ⊂ L(C) ∩ V ⊂ C ∩ V . Now suppose that q ∈ (C ∩ V) \ L.
Then there exist a point x ∈ L and a segment qx of length < ε perpendicular to
L. It follows that the geodesic cone {expq(λv) : |v | < ε, expq(v) ∈ L, λ ∈ [0,1]}
contains a non-empty (l + 1)-dimensional submanifold of M . Since q ∈ C and
L ⊂ C, this cone lies in C, we thus get a contradiction to the definition of l. This
shows that L = C ∩V . Hence L = L(C) ∩V = C ∩V , and this is an l-dimensional
submanifold of M .

Now let c : [a, b] → M be a unit speed geodesic with c(a) ∈ L(C) and c(b) ∈ C,
where a < b. Note that c([a, b]) ⊂ C. There exists an ε > 0 such that Bε ⊂ T Mc(t)

is a normal ball for every t ∈ [a, b]. We claim that if c(r) ∈ L(C) for some
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r ∈ [a, b), then c(s) ∈ L(C) for all s ∈ (r,min{r + ε, b}). For some neighborhood
V of p := c(r) ∈ L(C) as above, we know that c(s) ∈ L(C) as long as c(s) ∈ V , in
particular c′(r) is tangent to L(C). Let H be an (l − 1)-dimensional submanifold of
L(C) through p orthogonal to c′(r), and let q := c(t) for some t ∈ (r,r + ε), t ≤ b.
It follows as above that the cone {expq(λv) : |v | < ε, expq(v) ∈ H, λ ∈ [0,1]} ⊂ C
contains an l-dimensional submanifold of M , which in turn contains the open
segment c((r, t)). This shows the claim. Since c(a) ∈ L(C), we conclude that
c([a, b)) ⊂ L(C). �

For C and L(C) as in Proposition 5.20, we now define the border

bd(C) := C \ L(C).

Note that bd(C) equals the topological boundary ∂C of C in M if and only if
dim(C) = m = dim(M). It can be shown that for every p ∈ bd(C), the set
exp−1

p (L(C)) = {v ∈ T Mp : expp(v) ∈ L(C)} is a relatively open subset of an
l-dimensional linear subspace of T Mp, which we denote by TCp. Furthermore,

exp−1(L(C)) ⊂ {w ∈ TCp : 〈vp,w〉 > 0}

for some unit vector vp ∈ TCp, and vp is unique for a dense set of points in bd(C).
We refer to [ChE1975] or [ChG1972] for the proofs.

5.21 Proposition Let M be a complete Riemannian manifold of non-negative sec-
tional curvature. LetC , ∅ be a compact totally convex subset of M with bd(C) , ∅.
Then the function f := d( · ,bd(C)) : C → R is concave, thus for every r ∈ R the
superlevel set { f ≥ r} is a compact totally convex subset of M .

Proof : Since L(C) is itself totally convex, by an approximation argument it suffices
to prove that the restriction of f to L(C) is concave. Let c : [0,1] → L(C) be a
minimizing geodesic from x0 to x1 , x0, let λ ∈ (0,1), and put q := c(λ). Let
p ∈ bd(C) be a point such that d(p,q) = f (q). Choose segments px0, px1 and a
comparison triple (p̄, x̄0, x̄1) in R2 for (p, x0, x1). Let q̄ := (1 − λ)x̄0 + λ x̄1 be the
point corresponding to q. Theorem 5.15 (Toponogov) shows that

γ := ]p(x0, x1) ≥ γ̄ := ]p̄(x̄0, x̄1)

(angle comparison (A0)) and f (q) = d(p,q) ≥ d(p̄, q̄) (distance comparison (D0)
for the hinge formed by c and the segment x0p). Note also that γ < π, for γ = π
would imply p ∈ L(C) by the total convexity of L(C). Furthermore, in case γ̄ = 0,
one of the points x0, x1 lies on a segment from p to the other and obviously

f (q) = d(p,q) = (1 − λ)d(p, x0) + λd(p, x1) ≥ (1 − λ) f (x0) + λ f (x1).

Suppose now that γ̄ > 0. For i = 0,1, let ȳi(ϕ) be the point on the half-line
{ x̄i + s(p̄ − q̄) : s ≥ 0} with ]p̄(x̄i, ȳi(ϕ)) = ϕ ≥ 0. Let ui ∈ TCp be the initial
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vector of pxi with |ui | = d(p, xi). Since ](u0,u1) = γ ∈ (0, π), the vectors u0 and
u1 span a plane P in TCp. Let Pi ⊂ P be the closed half-plane bounded byRui that
does not contain u1−i, and denote by vi(ϕ) ∈ Pi the point with |vi(ϕ)| = | ȳi(ϕ) − p̄|
and ](ui, vi(ϕ)) = ϕ. Since expp(vi(0)) = expp(ui) = xi ∈ L(C) and exp−1

p (L(C))
is open in TCp, there is a smallest angle ωi > 0 such that zi := expp(vi(ωi)) < L(C)
and thus zi ∈ bd(C). Then ω0 + γ + ω1 ≤ π, for otherwise there would exist ϕ0, ϕ1
such that ϕ0 + γ + ϕ1 = π and expp(vi(ϕi)) ∈ L(C), which would imply p ∈ L(C)
as above. Let z̄i := ȳi(ωi). As ω0 + γ̄ + ω1 ≤ π, it follows readily that

f (q) = d(p,q) ≥ d(p̄, q̄) ≥ (1 − λ) d(x̄0, z̄0) + λ d(x̄1, z̄1).

By the generalized hinge version of Toponogov’s Theorem (note that we do not
know whether [0,1] 3 t 7→ expp(tvi(ωi)) is minimizing) we get that d(x̄i, z̄i) ≥
d(xi, zi) ≥ f (xi). This gives the result. �

5.22 Theorem (Gromoll–Meyer 1969, Cheeger–Gromoll 1972) Suppose that M
is a complete, non-compact m-dimensional Riemannian manifold of non-negative
sectional curvature. Then M contains a compact totally convex submanifold Σ of
dimension l ∈ {0, . . . ,m − 1} such that M is diffeomorphic to the total space of
the normal bundle TΣ⊥. If the sectional curvature of M is positive, then M is
diffeomorphic to Rm.

The manifold Σ is called a soul of M . The construction of Σ results from
Proposition 5.19 and Proposition 5.21 and will depend (only) on the choice of the
point p ∈ M in the first of these results. For example, if M is the flat cylinder
S1 × R ⊂ R2 × R, then each of the circles S1 × {r} is a soul. For M = Rm, every
singleton is a soul.

Proof : Part I. Proposition 5.19 gives a descending family (Cr )r ∈(−∞,t] of non-
empty compact totally convex subsets of M , where Cs is the inner parallel set of
Cr at distance ≥ s − r from ∂Cr (r < s ≤ t), and Ct has empty interior, thus
dim(Ct ) < m. Put t1 := t and l1 := dim(Ct1). If bd(Ct1) = ∅, then Σ := L(Ct1) = Ct1

is already the desired compact submanifold.
If bd(Ct1) , ∅, then Proposition 5.21 gives a further family of non-empty

compact totally convex sets

Cr := {q ∈ Ct1 : d(q,bd(Ct1)) ≥ r − t1}, r ∈ (t1, t2],

where t2 is the minimal r for which Cr has empty interior relative to L(Ct1). Then
dim(Cr ) = l1 for r ∈ [t1, t2), whereas l2 := dim(Ct2) < l1. If bd(Ct2) = ∅, then we
put Σ := L(Ct2) = Ct2 .

If bd(Ct2) , ∅, then by iterating the last step a finite number of times we finally
arrive at a family (Cr )r ∈(−∞,tk ] of non-empty compact totally convex sets such that,
for some t1 < . . . < tk and m > l1 > . . . > lk ≥ 0, we have that dim(Cr ) = li
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for r ∈ [ti, ti+1), dim(Ctk ) = lk , bd(Cr ) , ∅ for r < tk , and bd(Ctk ) = ∅. Then
Σ := L(Ctk ) = Ctk is the desired submanifold.

Part II. We now show that M is diffeomorphic to TΣ⊥. Since Σ is compact,
there exists an ε > 0 such that the restriction of the normal exponential map exp⊥

of Σ to {u ∈ TΣ⊥ : |u| < 3ε} is a diffeomorphism onto the open 3ε-neighborhood
U3ε of Σ in M . We will show that M is diffeomorphic to U2ε ; this suffices since
{u ∈ TΣ⊥ : |u| < 2ε} is diffeomorphic to TΣ⊥.

Let p ∈ M \ Σ. Then there exists an r such that p ∈ bd(Cr ). Furthermore,
as indicated earlier, there exists a unit vector vp ∈ T(Cr )p ⊂ T Mp such that
〈vp, c′(0)〉 > 0 for every geodesic c : [0,1] → M from p to Σ of length d(p,Σ).
We say that vp points towards Σ. It is not difficult to see that vp can be extended
to a smooth vector field Vp in a neighborhood of p consisting of vectors pointing
towards Σ. Let VΣ denote the gradient field of 3ε − d( · ,Σ) on U3ε \ Σ. By means
of partition of unity we can combine these local fields to a smooth vector field X
on M \ Σ that agrees with VΣ on U2ε \ Σ. Note that every Xp still points towards Σ.
The maximal integral curve σp : (αp,ωp) → M \ Σ of X with σp(0) = p therefore
satisfies d(σ(t),Σ) < d(σ(s),Σ) for t > s. If p ∈ U2ε , then clearly ωp = d(p,Σ).
On the other hand, if p ∈ M \ U2ε , then a compactness argument shows that σp

eventually reaches U2ε , so that again ωp < ∞.
Let now ψ : [0,∞) → [0,2ε) be a smooth function with ψ ′ > 0 such that

ψ(t) = t for t ∈ [0, ε] and limt→∞ ψ(t) = 2ε . Define F : M → U2ε such that
F(p) = p for p ∈ Σ and F(p) = σp(ωp −ψ(ωp)) for p ∈ M \ Σ. Note that F(p) = p
for p ∈ Uε \ M . Then F is the required diffeomorphism.

Part III. Suppose now that M has positive sectional curvature. We show that
then Σ is a singleton {z}; then M is diffeomorphic to T Mz = Rm.

Suppose to the contrary that there are two distinct points x0, x1 ∈ Σ = L(Ctk ) =

Ctk . Let c : [0,1] → Σ be a minimizing geodesic from x0 to x1 as in the proof
of Proposition 5.21. Recall that Σ is of the form {q ∈ Ctk−1 : d(q,bd(Ctk−1)) ≥

tk − tk−1}; in the case k = 1, this holds for an arbitrary t0 < t1. Furthermore Σ has
empty interior relative to L(Ctk−1). It follows that d(c(λ),bd(Ctk−1)) = tk − tk−1 for
all λ ∈ [0,1]. This yields γ = γ̄ in the proof of Proposition 5.21, and one can then
conclude that sec(P) = 0 for the plane P ∈ TCp (exercise). �

Sharafutdinov [Sh1977] showed that there exists a 1-Lipschitz retraction from
M onto Σ. Using this retraction and Theorem 3.24, Perelman [Pe1994] showed that
Σ is a singleton already when sec(P) > 0 for all planes P ⊂ T Mp at some point
p ∈ M , thus resolving the Cheeger–Gromoll soul conjecture.
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Chapter 6

Volume comparison and
applications

Volume comparison theorems

For r > 0 we denote by Vm,κ(r) the volume of a ball of radius r in Mm
κ . Explicitly,

Vm,κ(r) = ωm−1

∫ inf {r ,Dκ }

0
snm−1
κ (t) dt,

where ωm−1 is the (m − 1)-dimensional volume of the unit sphere in Rm.

6.1 Theorem (Günther 1960) Let M be a Riemannian m-manifold with sec ≤ κ

for some κ ∈ R. Let p ∈ M , and let r > 0 be such that Br ⊂ T Mp is a normal ball.
Then

Vol(B(p,r)) ≥ Vm,κ(r).

Proof : This follows easily from Corollary 3.19 (exercise). See [Gü1960]. �

For a map F : M → M ′ between two Riemannian m-manifolds and a point
q ∈ M where F is differentiable, JF(q)will denote the Jacobian (volume distortion
factor) of F at q. Thus, for any basis (b1, . . . , bm) of T Mq,

JF(q) =

√
det

(
〈dFq(bi), dFq(bj)〉

)√
det

(
〈bi, bj〉

) .

We define the positive function Jm,κ : [0,Dκ) → R by

Jm,κ(r) :=
snm−1
κ (r)
rm−1

for r ∈ (0,Dκ), and Jm,κ(0) := 1. This is the Jacobian of the exponential map
expp : T(Mm

κ )p → Mm
κ , for any p ∈ Mm

κ , at any point v ∈ T(Mm
κ )p with |v | = r .

The following result, as well as Theorem 6.6 below, appeared in [BisC1964].
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6.2 Proposition (Bishop 1964) Let M be a Riemannian m-manifold. Suppose that
0 < l ≤ ∞ and

% : [0, l) → M, %(r) = expp(ru),

is a unit speed geodesic such that no %(r)with r ∈ (0, l) is conjugate to p along %|[0,r].
Suppose further that Ric(%′(r), %′(r)) ≥ κ(m−1) for all r ∈ [0, l), for some constant
κ ∈ R. Then l ≤ Dκ , and the function

f : [0, l) → R, f (r) =
J expp(ru)

Jm,κ(r)
,

satisfies 1 = f (0) ≥ f (r) ≥ f (s) > 0 whenever 0 ≤ r ≤ s < l. Moreover, if
f (r) = 1 for some r > 0, then sec(P) = κ for every plane P tangent to %|[0,r].

Proof : Clearly f (0) = 1, because d(expp)0 is the identity on T Mp.
Let now r ∈ (0, l) be fixed. Assume first that r is also less than Dκ . We want to

show that f ′(r) ≤ 0. LetY1, . . . ,Ym−1 be Jacobi fields along % such thatYi(0) = 0 and
(Y1(r), . . . ,Ym−1(r)) is an orthonormal basis of the normal space %′(r)⊥ ⊂ T M%(r)

(recall Remark 3.10). They are of the form

Yi(t) = d(expp)tu(tvi)

for a basis (v1, . . . , vm−1) of u⊥ ⊂ T Mp (see the proof of Lemma 3.11). Note that
J expp(tu) = e(t)/ē(t) for t ∈ (0, l), where

e(t) :=
√

det
(
〈Yi(t),Yj(t)〉

)
and ē(t) :=

√
det

(
〈tvi, tvj〉

)
= tm−1ē(1)

are the (m − 1)-dimensional volumes of the parallelepipeds spanned by the vectors
Yi(t) and tvi, respectively. Since Y1(r), . . . ,Ym−1(r) are orthonormal, it follows that

e′(r) =
1
2

det
(
〈Yi(r),Yj(r)〉

) ′
=

m−1∑
i=1
〈Yi(r),Y ′i (r)〉.

SinceYi is a Jacobi field withYi(0) = 0, the term 〈Yi(r),Y ′i (r)〉 agrees with Ir (Yi,Yi),
the index form of %|[0,r]. Let now Ei denote the parallel vector field along % with
Ei(r) = Yi(r), and put λ := snκ(r) and h := 1

λ snκ . Proposition 3.16 (first index
lemma) then yields the inequality

〈Yi(r),Y ′i (r)〉 = Ir (Yi,Yi)

≤ Ir (hEi, hEi) =

∫ r

(h′)2 − h2R(Ei, %
′,Ei, %

′) dt.

Using the assumption on the Ricci curvature we deduce that

e′(r) ≤ (m − 1)
∫ r

0
(h′)2 − κh2 dt.

76



By the choice of hEi, equality holds for the model space Mm
κ , where e(t) becomes

hm−1(t). Thus e′(r) ≤ (hm−1)′(r). Since

f (t) =
J expp(tu)

Jm,κ(t)
=

e(t)
ē(t)

tm−1

snm−1
κ (t)

=
λm−1

ē(1)
e(t)

hm−1(t)

and e(r) = 1 = hm−1(r), it follows that f ′(r) ≤ 0.
To show that l ≤ Dκ , suppose to the contrary that Dκ < l. Then the above

argument still shows that f is non-increasing on [0,Dκ). However, Jm,κ(r) → 0 for
r → Dκ , whereas J expp(ru) > 0 for r ∈ [0, l), because % has no conjugate points.
This is a contradiction.

Now suppose that f (r) = 1 for some r > 0. Then f is constant on [0,r],
thus f ′(r) = 0. It follows that Ir (Yi,Yi) = Ir (hEi, hEi) in the above argument, for
i = 1, . . . ,m − 1. Then Proposition 3.16 shows that Yi = hEi on [0,r]. By taking
linear combinations, we conclude that for every parallel unit normal field E along
%|[0,r], the product snκ E is a Jacobi field. Thus, by the Jacobi equation,〈

snκ E,R(snk E, %′)%′
〉
=

〈
snκ E,− sn′′κ E

〉
= κ sn2

κ .

It follows that sec(span{%′(t),E(t)}) = κ for all t ∈ [0,r]. �

6.3 Definition Suppose that M is complete, and let p ∈ M . For a unit vector
u ∈ T Mp, the number

tu := sup{t > 0 : d(p,expp(tu)) = t} ∈ (0,∞]

is called the cut value of u. Then

Cutp := {tuu : u ∈ T Mp, |u| = 1, tu < ∞} ⊂ T Mp

defines the tangent cut locus of p, and the set Cut(p) := expp(Cutp) of cut points
of p is the cut locus of p. The injectivity radius of M at p is defined as

inj(p) := d(p,Cut(p)) = inf{tu : u ∈ T Mp, |u| = 1},

and injM := inf{inj(p) : p ∈ M} is the injectivity radius of M .

6.4 Lemma Suppose that M is complete. Let cu : R→ M , cu(t) := expp(tu), be a
unit speed geodesic. If the cut value tu is finite, then (at least) one of the following
holds for t = tu:

(1) cu(t) is conjugate to p along cu |[0,t],

(2) there exists v ∈ T Mp, |v | = 1, v , u, such that cv(t) = cu(t).

Conversely, if (1) or (2) holds for some t ∈ (0,∞), then tu ≤ t.
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Proof : Exercise. �

6.5 Proposition Suppose that M is complete, and let p ∈ M .

(1) The function u 7→ tu (u ∈ T Mp, |u| = 1) is continuous.

(2) The set Up := {tu : 0 ≤ t < tu} is open, ∂Up = Cutp, and expp |Up is a
diffeomorphism from Up onto the open set M \ Cut(p).

(3) Cut(p) is a set of measure zero in M .

Proof : Exercise. �

6.6 Theorem (Bishop 1964) Let M be a Riemannian m-manifold with Ric ≥ (m−
1)κg for some constant κ ∈ R. If p ∈ M , and if either r > 0 is such that Br ⊂ T Mp

is a normal ball or M is complete and r > 0 is arbitrary, then

Vol(B(p,r)) ≤ Vm,κ(r).

If M is complete and κ > 0, then Vol(M) ≤ Vol(Mm
κ ), and equality holds only if M

is isometric toMm
κ .

Proof : If r > 0 is such that Br ⊂ T Mp is a normal ball, then it follows from
Proposition 6.2 that r ≤ Dκ and

Vol(B(p,r)) =
∫
Br

J expp(v) dv ≤
∫
Br

Jm,κ(|v |) dv = Vm,κ(r).

Suppose now that M is complete. If 0 < r ≤ Dκ , then the desired inequality is
obtained in the same way, with the only difference that the first integral is taken
only over Br ∩ Up; see Proposition 6.5. For κ > 0 and r = Dκ , this yields
Vol(M) ≤ Vol(Mm

κ ), because then Diam(M) ≤ r = Diam(Mm
κ ) and Up ⊂ Br . In

particular, the inequality Vol(B(p,r)) ≤ Vm,κ(r) also holds for r > Dκ .
Suppose further that M is complete. If κ > 0 and Vol(M) = Vol(Mm

κ ), then it
follows from the above argument for r = Dκ thatUp = Br and J expp(v) = Jm,κ(|v |)
for all v ∈ Br (note that Jm,κ > 0 on [0,r)). Now Proposition 6.2 shows that
sec(P) = κ for all planes P ⊂ T Mp. Since p was arbitrary, it follows that M is
a space form of curvature κ. As M and Mm

κ have equal volume, they must be
isometric (recall Theorem 4.10). �

The following result was observed in [Gro1981a].

6.7 Theorem (Bishop–Gromov 1981) Let M be a complete Riemannian m-
manifold with Ric ≥ (m − 1)κg for some constant κ ∈ R, and let p ∈ M . Then the
function

h : (0,∞) → R, h(r) =
Vol(B(p,r))

Vm,κ(r)
,

satisfies h(r) ≥ h(s) whenever 0 < r ≤ s < ∞, and h(r) → 1 as r → 0.
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Proof : For r > 0, let D(r) denote the set of all unit vectors u ∈ T Mp with ru ∈ Up,
and define

a(r) :=
∫
D(r)

rm−1J expp(ru) du,

where the integration is with respect to the canonical measure on the unit sphere in
T Mp with total mass ωm−1. Let b be the corresponding function forMm

κ , thus

b(r) := ωm−1rm−1Jm,κ(r)

for 0 < r < Dκ , and b(r) := 0 in case κ > 0 and r ≥ Dκ . Note that

Vol(B(p,r)) =
∫ r

0
a(t) dt and Vm,κ(r) =

∫ r

0
b(t) dt.

For the monotonicity of h, let first 0 < r < s < Dκ . Then

a(s)
b(s)
=

∫
D(s)

J expp(su)

ωm−1Jm,κ(s)
du ≤

∫
D(s)

J expp(ru)

ωm−1Jm,κ(r)
du.

by Proposition 6.2. Since D(s) ⊂ D(r) (note that Up ⊂ T Mp is star-shaped), the
last integral is less than or equal to a(r)/b(r). Thus

a(r) b(s) ≥ b(r) a(s).

Now this inequality holds true also when s ≥ Dκ , for in that case a(s) = 0, because
Up ⊂ B(0,Dκ). Hence, for all s > r > 0,∫ r

0

∫ s

r

a(t1) b(t2) dt2 dt1 ≥
∫ r

0

∫ s

r

b(t1) a(t2) dt2 dt1

and therefore∫ r

0
a
∫ s

0
b =

∫ r

0
a

(∫ r

0
b +

∫ s

r

b
)
≥

∫ r

0
b
(∫ r

0
a +

∫ s

r

a
)
=

∫ r

0
b
∫ s

0
a.

This gives the result. Clearly h(r) → 1 as r → 0+. �

As a first application of the last two results we give a short proof, due to
Shiohama [Shi1983], of Cheng’s maximal diameter theorem [Che1975].

6.8 Theorem (Cheng 1975) Let M be a complete Riemannian m-manifold with
Ric ≥ (m − 1)κg for some constant κ > 0, and with (maximal possible) diameter
Diam(M) = Dκ . Then M is isometric to Mm

κ .

Proof : For p ∈ M and r > 0, set hp(r) := Vol(B(p,r))/Vm,κ(r). Now fix p, p̄ ∈ M
such that d(p, p̄) = Dκ . Let r ∈ (0,Dκ), and put r̄ := Dκ − r . The balls B(p,r) and
B(p̄, r̄) are disjoint, so

Vol(M) ≥ Vol(B(p,r)) + Vol(B(p̄, r̄)) = hp(r)Vκ,m(r) + hp̄(r̄)Vκ,m(r̄).
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By Theorem 6.7,

hp(r) ≥ hp(Dκ) =
Vol(M)

Vol(Mm
κ )
.

Likewise, hp̄(r̄) ≥ Vol(M)/Vol(Mm
κ ). SinceVκ,m(r)+Vκ,m(r̄) = Vol(Mm

κ ), it follows
that equality holds in all of these estimates, in particular hp(r) = Vol(M)/Vol(Mm

κ ),
independently of r . Since limr→0 hp(r) = 1, this shows that Vol(M) = Vol(Mm

κ ).
Hence, by Theorem 6.6, M is isometric toMm

κ . �

Growth of the fundamental group

We now discuss some results from [Mi1968].
Let Γ = (Γ, · ) be a group with neutral element e. Let A ⊂ Γ be a finite set,

and suppose that A generates Γ, that is, every element γ ∈ Γ can be written as a
finite string γ = a0 · · · an, where a0 = e and a1, . . . ,an ∈ A ∪ {a−1 : a ∈ A}. The
smallest number n ≥ 0 for which such a representation of γ exists is called the word
length of γ with respect to A and is denoted by |γ |A. Note that |γ |A = 0 if and only
if γ = e, and |γ |A = |γ−1 |A for all γ ∈ Γ. If a finite generating set A ⊂ Γ exists, Γ
is called a finitely generated group. Setting

dA(γ1, γ2) := |γ−1
1 γ2 |A

for every pair of elements γ1, γ2 ∈ Γ, one obtains a metric on Γ, the word metric
with respect to A. For γ, γ1, γ2 ∈ Γ,

dA(γγ1, γγ2) = |(γγ1)
−1(γγ2)|A = |γ

−1
1 γ2 |A = dA(γ1, γ2),

so dA is left-invariant. If A′ is another finite generating set of Γ and L :=
maxa∈A |a|A′, then evidently

dA′(γ1, γ2) ≤ L dA(γ1, γ2) for all γ1, γ2 ∈ Γ.

It follows that any two word metrics on a finitely generated group are bi-Lipschitz
equivalent.

6.9 Definition The growth function of Γ with respect to the finite generating set A
is defined by

wA(r) := #{γ ∈ Γ : |γ |A ≤ r}

for all integers r ≥ 0. Then Γ has polynomial growth of degree at most k ≥ 0 if
there exists a constant c ≥ 1 such that

wA(r) ≤ crk for all r ,

and Γ has exponential growth if there exists a constant b > 1 such that

wA(r) ≥ br for all r .
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These two properties just depend on Γ but not on the generating set: if one of
them holds for A, then it also holds with respect to any other finite generating set A′,
only the constant c or bmayneed to be adjusted. Specifically, if dA′ ≤ L dA as above,
then wA(r) ≤ wA′(Lr) for all r . We remark further that wA(r + s) ≤ wA(r)wA(s),
so the upper exponential bound wA(r) ≤ wA(1)r is always satisfied.

For example, the free abelian group Γ on k generators a1, . . . ,ak has polynomial
growth of degree k. For k ≥ 2, the free group Γ on k generators a1, . . . ,ak has
exponential growth.

6.10 Lemma Let (M,g) be a compact connected Riemannianmanifold with univer-
sal covering (M̃, g̃), and let Γ ⊂ Isom(M̃, g̃) be the group of deck transformations.
Choose a compact set K ⊂ M̃ such that

⋃
γ∈Γ γ(K) = M̃ , and let δ > 0. Then the

set
A :=

{
a ∈ Γ : d(K,a(K)) < δ}

is finite and generates Γ; in fact, if γ ∈ Γ and n ≥ 1 is an integer such d(K, γ(K)) <
nδ, then |γ |A ≤ n.

In particular, the fundamental group π1(M) ' Γ is finitely generated.

Proof : Since the action of Γ on M̃ is properly discontinuous, A is finite. Now
let γ ∈ Γ, and let n be a positive integer such that d(K, γ(K)) < nδ. Choose
p0, . . . , pn ∈ M̃ such that p0 ∈ K , pn ∈ γ(K), and d(pi−1, pi) < δ for i = 1, . . . ,n.
By the choice of K there exist γ0, . . . , γn ∈ Γ such that γi(K) contains pi, where
γ0 = e and γn = γ. Setting ai := γ −1

i−1γi for i = 1, . . . ,n, we get that

γ = γ1(γ
−1
1 γ2) · · · (γ

−1
n−1γn) = a1a2 · · · an.

Furthermore, d(K,ai(K)) = d(γi−1(K), γi(K)) ≤ d(pi−1, pi) < δ, thus ai ∈ A and
|γ |A ≤ n. �

6.11 Theorem (Milnor 1968) Let M be a compact connected Riemannian mani-
fold with sec < 0. Then π1(M) has exponential growth.

This is no longer true in general if the bound on the sectional curvature is
replaced by the assumption Ric < 0: by a result of Lohkamp [Lo1992], [Lo1994],
for every m ≥ 3 there exist constants am > bm > 0 such that every m-dimensional
manifold M admits a complete Riemannian metric with −am(m − 1)g < Ric <

−bm(m − 1)g.

Proof : We continue with the notation of Lemma 6.10. Let p ∈ K and n ≥ 1. If
γ ∈ Γ and γ(K) ∩ B(p,nδ) , ∅, then d(K, γ(K)) < nδ and hence |γ |A ≤ n by the
lemma. Thus B(p,nδ) is covered by wA(n) (or less) translates of K , all of volume
Vol(K), and so

Vol(B(p,nδ)) ≤ wA(n)Vol(K).
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Furthermore, since sec < 0 and M is compact, there is a constant κ < 0 such that
sec ≤ κ. By Theorem 4.12 (Hadamard–Cartan), Bnδ ⊂ T M̃p is a normal ball, so
Vol(B(p,nδ)) ≥ Vm,κ(nδ) by Theorem 6.1 (Günther). Since Vm,κ is exponential,
π1(M) ' Γ has exponential growth. �

6.12 Theorem (Milnor 1968) Let M be a complete Riemannian m-manifold with
Ric ≥ 0. Then every finitely generated subgroup of π1(M) has polynomial growth
of degree at most m.

Milnor conjectured that under the assumptions of the theorem, the fundamental
group π1(M) itself is finitely generated.

Proof : Let again (M̃, g̃) denote the universal covering of (M,g), and let Γ '
π1(M) be the group of deck transformations. Suppose that Γ′ ⊂ Γ is a non-trivial
subgroup with a finite generating set A ⊂ Γ′. Fix a reference point p ∈ M̃ . Put
µ := maxa∈A d(p,a(p)) and note that

d(p, γ(p)) ≤ µ|γ |A for all γ ∈ Γ′.

Let ε > 0 be such that d(p, γ(p)) ≥ 2ε for all γ ∈ Γ′ \ {e}. For every integer r ≥ 0,
the ball B(p, µr + ε) contains all balls B(γ(p), ε) with |γ |A ≤ r , and the latter are
pairwise disjoint by the choice of ε . As there are wA(r) such ε-balls, all of the same
volume, we get that

wA(r)Vol(B(p, ε)) ≤ Vol(B(p, µr + ε)) ≤ Vm,0(µr + ε)

by Theorem 6.6 (Bishop). It follows that Γ′ has polynomial growth of degree at
most m. �

For example, Theorem 6.11 shows again that the torus M = Rm/Zm does not
admit a metric with sec < 0 (compare Theorem 4.20).

For another application, consider the Heisenberg group M̃ = H of real upper
triangular 3 × 3-matrices with ones on the diagonal. The lattice Γ ⊂ H of integer
matrices is finitely generated and has polynomial growth of degree (exactly) 4
(exercise). NowTheorem 6.11 and Theorem 6.12 show that the compact 3-manifold
M̃/Γ does neither admit a metric with sec < 0 nor a metric with Ric ≥ 0.

Regarding Milnor’s conjecture, Wilking [Wi2000] proved the following result.
Suppose that Γ is a group such that for some m, every finitely generated subgroup
has polynomial growth of degree atmostm (like Γ = π1(M) in Theorem 6.12). Then
Γ is finitely generated if and only if every abelian subgroup is finitely generated.

For complete manifolds of non-negative sectional curvature, the following
holds [Gro1978].

6.13 Theorem (Gromov 1978) For every complete m-dimensional Riemannian
manifold with sec ≥ 0, the fundamental group π1(M), as well as every subgroup of
π1(M), is generated by 3m (or less) elements.
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Proof : As in the previous proofs, let M̃ be the universal Riemannian covering of M ,
and let Γ ' π1(M) be the group of covering transformations. Suppose that Γ′ ⊂ Γ is
a non-trivial subgroup. Fix a point p ∈ M̃ . The following inductive procedure will
produce a finite generating set {a1, . . . ,ak} for Γ′. First, pick a1 ∈ Γ

′ \ {e} so that
d1 := d(p,a1(p)) ≤ d(p,a(p)) for all a ∈ Γ′ \ {e}, and let Γ1 denote the subgroup of
Γ′ generated by a1. If Γ1 = Γ

′, then k = 1 and the procedure terminates. Suppose
now that elements a1, . . . ,aj−1 ∈ Γ

′ have been chosen and the subgroup Γj−1 they
generate is still smaller than Γ′. Then pick aj ∈ Γ

′ \ Γj−1 such that

dj := d(p,aj(p)) ≤ d(p,a(p)) for all a ∈ Γ′ \ Γj−1,

and let Γj denote the subgroup generated by a1, . . . ,aj . For every i ∈ {1, . . . , j −1},
we have that ai ∈ Γi ⊂ Γj−1 and aj < Γj−1, thus a−1

i aj < Γj−1 and

di j := d(ai(p),aj(p)) = d(p, (a−1
i aj)(p)) ≥ dj ;

furthermore dj ≥ di by the choice of ai. It then follows from Theorem 5.15
(Toponogov) that for any choice of segments from p to a1(p), . . . ,aj(p), the angle
]p(ai(p),aj(p)) is greater than or equal to the corresponding angle in a Euclidean
triangle with sides of lengths di ≤ dj ≤ di j , which is at least π

3 . Hence, the
procedure will terminate after finitely many iterations, for j = 2, . . . , k, when
Γk = Γ

′. The number k is no larger than the maximal cardinality of a set of unit
vectors in T Mp with mutual angles ≥ π/3, or the maximal number of pairwise
disjoint open balls of radius 1

2 contained in B3/2 ⊂ T Mp, which is at most 3m. �

Gromov–Hausdorff convergence

For subsets A,B of a metric space X = (X, d) we denote by

Nδ(A) = {x ∈ X : d(x, A) ≤ δ}

the closed δ-neighborhood of A and by

dH(A,B) = inf{δ ≥ 0 : A ⊂ Nδ(B), B ⊂ Nδ(A)} ∈ [0,∞]

the Hausdorff distance of A and B; dH defines a metric on the set Cof non-empty,
closed and bounded subsets of X .

Recall that a metric space X is said to be precompact or totally bounded if for
every ε > 0, X can be covered by a finite number of closed balls of radius ε . A
metric space is compact if and only if it is precompact and complete.

The following result goes back to Blaschke’s “Auswahlsatz” (Selection Theo-
rem) for compact convex bodies in R3, see [Bl1916].

6.14 Theorem Suppose that X is a metric space and C is the set of non-empty,
closed and bounded subsets of X , endowed with the Hausdorff metric dH.
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(1) If X is complete, then C is complete.

(2) If X is compact, then C is compact.

Proof : For the proof (1), let (Bi)i∈N be a Cauchy sequence in C. We show that it
converges in the Hausdorff distance to the closed set

C :=
∞⋂
i=1

⋃
j≥i

Bj .

Let ε > 0. Choose i0 such that dH(Bi,Bj) < ε/2 whenever i, j ≥ i0. Suppose that
x ∈ C. Since C ⊂

⋃
j≥i0 Bj , there is an index j ≥ i0 such that d(x,Bj) < ε/2.

Hence
d(x,Bi) ≤ d(x,Bj) + dH(Bi,Bj) < ε for all i ≥ i0.

This shows that C ⊂ Nε (Bi) for i ≥ i0, in particular C is bounded. Now let x ∈ Bi

for some i ≥ i0. Pick a sequence i = i1 < i2 < . . . such that dH(Bm,Bn) < ε/2k

whenever m,n ≥ ik , k ∈ N. Then choose a sequence (xk)k∈N such that x1 = x,
xk ∈ Bik and d(xk, xk+1) < ε/2k . As X is complete, the Cauchy sequence (xk)
converges to some point y. It follows that

d(x, y) = lim
k→∞

d(x, xk) ≤
∞∑
k=1

d(xk, xk+1) < ε,

and y belongs to
⋃

l≥k Bil for every k ∈ N. Thus y ∈ C, in particular C is
non-empty, and d(x,C) < ε . This shows that Bi ⊂ Nε (C) for i ≥ i0.

To prove (2), suppose now that X is compact. In view of (1), it suffices to
show that C is precompact. Let ε > 0. There exists a finite set A ⊂ X such that
Nε (A) = X . We show that every B ∈ C is at Hausdorff distance at most ε of some
subset of A, namely AB := A ∩ Nε (B). For every y ∈ B there exists a point x ∈ A
with d(x, y) ≤ ε , so x ∈ AB. This shows that B ⊂ Nε (AB). Since also AB ⊂ Nε (B),
we conclude that dH(B, AB) ≤ ε . As there are only finitely many distinct subsets of
A, it follows that C is precompact. �

6.15 Definition TheGromov–Hausdorff distance dGH(X,Y ) ∈ [0,∞] of twometric
spaces X,Y is defined as the infimum of all δ ≥ 0 for which there exist a metric
space (Z, dZ ) and subsets X ′,Y ′ ⊂ Z isometric to X,Y , respectively, such that
dZ
H (X

′,Y ′) ≤ δ.

This originates from [Gro1981b].
For example, if both X and Y have diameter less than or equal to D ≥ 0, then

dGH(X,Y ) ≤ 1
2 D. For this, let (Z, dZ ) be the union of disjoint isometric copies

X ′,Y ′ of X,Y , where dZ (x, y) = dZ (y, x) = 1
2 D for every pair (x, y) ∈ X ′ × Y ′.
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6.16 Proposition (1) dGH satisfies the triangle inequality, that is, for all metric
spaces X,Y, Z ,

dGH(X, Z) ≤ dGH(X,Y ) + dGH(Y, Z).

(2) dGH defines a metric on the set of isometry classes of compact metric spaces.

Proof : See, for example, Proposition 7.3.16 and Theorem 7.3.30 in [BuBI2001]. �

The following example shows that the second part of Proposition 6.16 does
not hold more generally for complete and bounded spaces (as the definition of
(C, dH) might suggest). Let X be the geodesic tree with one central vertex and
edges of length 1 − 1

2,1 −
1
3,1 −

1
4, . . . attached to it, and define Y similarly, but

with an additional segment of length 1. Then dGH(X,Y ) = 0 despite X and Y being
non-isometric (exercise).

Note also that every compact metric space X admits an isometric embedding
into the Banach space l∞ of bounded sequences with the supremum norm: choose
a dense sequence (xk)k∈N in X and put f (x) := (d(x, xk))k∈N ∈ l∞; then

‖ f (x) − f (y)‖∞ = sup
k

|d(x, xk) − d(y, xk)| ≤ d(x, y)

due to the triangle inequality, and by taking a sequence xk(1), xk(2), . . . converging
to y one sees that equality holds. This holds more generally for all separable metric
spaces X (with f (x) := (d(x, xk) − d(z, xk))k∈N for some base point z ∈ X) and is
due to Fréchet [Fr1909].

A family (Xα)α∈A of metric spaces, for any index set A, is called uniformly
precompact if supα∈A Diam(Xα) < ∞ and for all ε > 0 there exists an integer n(ε)
such that each Xα can be covered by n(ε) closed balls of radius ε .

6.17 Theorem (Gromov 1981) Suppose that (Xα)α∈A is a uniformly precompact
family of metric spaces.

(1) There exists a compact metric space Z such that each Xα admits an isometric
embedding into Z .

(2) Every sequence in (Xα)α∈A has a subsequence that converges in the Gromov–
Hausdorff distance to a compact metric space.

We follow essentially the original proof from [Gro1981b].

Proof : We prove (1). For i ∈ N := {1,2, . . .}, put εi := 2−i and let ni ∈ N be
such that each Xα can be covered by ni closed balls of radius εi. Fix a partition
N =

⋃∞
i=1 Ni and a map π : N\N1 → N such that the set Ni has n1n2 . . . ni elements

and for every k ∈ Ni, π−1{k} is a subset of Ni+1 of cardinality ni+1. In each Xα,
construct a sequence (xα

k
)k∈N in the following way. For i = 1, choose (xα

k
)k∈N1 so
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that the n1 balls B(xα
k
, ε1) cover Xα. For i ≥ 1, if the n1n2 . . . ni points xα

k
with

k ∈ Ni are chosen, pick (xαl )l∈Ni+1 so that for every k ∈ Ni, the ni+1 balls B(xα
l
, εi+1)

with l ∈ π−1{k} cover B(xα
k
, εi) and are contained in B(xα

k
,2εi). This inductive

process yields for each α ∈ A a dense sequence (xα
k
)k∈N in Xα. Let fα : Xα → l∞

be the isometric embedding that maps x to (d(x, xα
k
))k∈N. For i ∈ N, k ∈ Ni, and

l ∈ π−1{k},
|d(x, xαk ) − d(x, xαl )| ≤ d(xαk , x

α
l ) ≤ 2εi .

Hence, each fα(Xα) lies in the closed subset Z ⊂ l∞ of all sequences (sk)k∈N such
that 0 ≤ sk ≤ supα Diam(Xα) < ∞ for all k ∈ N and

|sk − sl | ≤ 2εi for all i ∈ N, k ∈ Ni, l ∈ π−1{k}.

It follows that for all i ∈ N and l ∈
⋃∞

j=i+1 Nj , there exists a k ∈ Ni such that
|sk − sl | ≤

∑∞
j=i 2εj = 4εi. So the complete subspace Z ⊂ l∞ is clearly precompact

and thus compact.
(2) follows directly from (1) and the second part of Theorem 6.14. �

6.18 Theorem (Gromov) For m ≥ 2, κ ∈ R, and D > 0, the set M of isometry
classes of compact connected Riemannian m-manifolds M with Ric ≥ κ(m − 1)g
and Diam(M) ≤ D is uniformly precompact. In particular, every sequence in M

has a subsequence that converges in the Gromov–Hausdorff distance to a compact
metric space.

Proof : Let ε ∈ (0,D), and let M ∈ M. Suppose that A ⊂ M is a finite set such
that d(p,q) ≥ ε for every pair of distinct points p,q ∈ A. Let z ∈ A be such that
Vol(B(z, ε/2)) ≤ Vol(B(p, ε/2)) for all p ∈ A. Then Vol(M) ≥ |A|Vol(B(z, ε/2)),
and therefore

|A| ≤
Vol(M)

Vol(B(z, ε/2))
=

Vol(B(z,D))
Vol(B(z, ε/2))

≤
Vm,κ(D)

Vm,κ(ε/2)
=: n(ε)

by Theorem 6.7 (Bishop–Gromov). If A is a maximal such set, then the collection
{B(p, ε) : p ∈ A} covers M (otherwise there would exist a point q ∈ M with
d(p,q) ≥ ε for all p ∈ A, which we could add to A). Hence, every M ∈ M

can be covered by n(ε) open balls of radius ε . The second assertion follows from
Theorem 6.17. �

6.19 Remark Suppose that a sequence of metric spaces Xi converges in the
Gromov–Hausdorff distance to a complete metric space X . Then the following
hold:

(1) If each Xi is a length space, then X is a length space.

(2) If each Xi is proper, then X is proper.
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(3) If each Xi is proper and geodesic, then X is proper and geodesic. (This
uses (1), (2), and Theorem 1.25).

(4) If each Xi is a proper, geodesic metric space of curvature ≥ κ ∈ R in the
sense of Alexandrov, then X has the same properties. (This follows from (3)
and Theorem 5.15.)

Diffeomorphism finiteness

In this last section we will explain how Theorem 6.18 can be used for the proof of a
finiteness theorem due to Cheeger [Ch1970]. We start with a result from [Kl1959].

6.20 Proposition (Klingenberg) Let M be a compact connected Riemannianman-
ifold.

(1) If p ∈ M , and q is a point in Cut(p) with minimal distance to p,

d := d(p,q) = d(p,Cut(p)) = inj(p),

then either there exists a minimizing geodesic σ : [0, d] → M from p to q
alongwhich q is conjugate to p, or there exist precisely two distinctminimizing
geodesics σ,τ : [0, d] → M from p to q, in which case σ′(d) = −τ′(d).

(2) If λ > 0 is such that sec ≤ λ, then either injM ≥ Dλ, or there exists a closed
geodesic in M of length 2 injM .

Proof : Exercise. �

6.21 Proposition (Cheeger) Givenm ≥ 2, κ ∈ R, and D,V > 0, there is a constant
l > 0 such that if M is a compact connected Riemannian m-manifold with sec ≥ κ,
Diam(M) ≤ D, and Vol(M) > V , then every non-constant closed geodesic in M
has length greater than l.

Proof : In the case that κ > 0 we suppose without loss of generality that D ≤ Dκ .
Let σ : R → M be a closed unit speed geodesic with period b > 0. Put p := σ(0)
and u := σ′(0). For r ∈ (0,D) and α ∈ (0, π/2) let

Wr ,α := B(0,D) \ {v : |v | ≥ r, ]p(u, v) ∈ [0, α] ∪ [π − α, π]} ⊂ T Mp .

Fix a linear isometry H : T Mp → T(Mm
κ )p̄. Since V < Vol(M) ≤ Vm,κ(D),

we can choose r, α such that Vol(expp̄(H(Wr ,α))) = V . Now Up 6⊂ Wr ,α (see
Proposition 6.5), for otherwise

Vol(M) = Vol(expp(Wr ,α)) ≤ Vol(expp̄(H(Wr ,α))) = V
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by Corollary 3.19. Since all cut values are less than or equal to D, it follows that
there exists a minimizing unit speed geodesic % : [0,r] → M with %(0) = p such
that ]p(u, %′(0)) is ≤ α or ≥ π − α. By reversing σ if necessary, we arrange that
]p(u, %′(0)) ≤ α. Recall that α < π/2. Now it follows from the generalized hinge
version of Toponogov’s Theorem that there is a constant l > 0, depending only on
κ,r, α (where r, α depend only on m, κ,D,V), such that for all s ∈ (0, l],

d(σ(s), %(r)) < r = d(p, %(r)).

Since p = σ(b), this implies that b > l. �

6.22 Theorem (Gromov) Given m ≥ 2 and κ, % > 0, there exists a constant δ > 0
such that if M, M̄ are two compact connected Riemannian m-manifolds with

| secM |, | secM̄ | ≤ κ, injM, injM̄ ≥ %, and dGH(M, M̄) < δ,

then M and M̄ are diffeomorphic.

Proof : See Section 8.D in [Gro1999] and the references therein. �

6.23 Theorem (Cheeger 1970) Given m ≥ 2 and κ,D,V > 0, there exist
only finitely many diffeomorphism classes of compact connected Riemannian m-
manifolds M with | secM | ≤ κ, Diam(M) ≤ D, and Vol(M) ≥ V .

Proof : By Proposition 6.20 and Proposition 6.21 there is a constant % > 0 such
that injM ≥ % for every such M . Now the result follows from Theorem 6.18 and
Theorem 6.22. �
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