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Solution 10.1
(a) Let 9, 9% € A.(0). Define

where A := {T}(vg, V') < Ti(vp, 9?)}. We have to show that 92 € A;(0) and
T (vr, %) = min { T (v, 91), Ty (vs, 92) | Since 9! € A(0) and 9 € A, (0) we
clearly have ©3 = 0 for j < k. Moreover, using that (J°e X), € L* for i € {1,2}
and (9% e X)p = 14(0 @ X ) + 1 4c(9% @ X)i, we have (9% ¢ X)), € L?(F},) for
each k. This gives ¥? € A;(0). Further note that

T T
Hev= 3 #0X; = 14(H-u—~ ¥ 0}0X;)
j=kt1 j=k+1

T
—I—]lAc<H—Uk— Z ﬁ?AXJ)

j=k+1

is also in L?(Fr) for each k and hence I'y(vg, 9?) is well-defined . Finally, since
A € Fj, we obtain

T 2
Ty(vp, %) = E (H .S ﬁjeAXj)

j=k+1
= ]lAPk(Uk, 191> + ]lAch(’Uk, 792)

= min {Fk(?}k, 191), Fk(vk, ’192)} .

g

(b) Fix k < ¢. We apply part (a) with vy = x + (9  X); € L?*(F;). So Corollary

E.2 yields
e X)) = inf [ o X !
Ve(r + (00 X)o) = essinf T'(z + (0 » X))
l T 2
_ ‘fEKH— S AX, — ﬂ’.AX-) ]—“}
58&1}(10) t ; J J j:%;rl J J ¢
V4 T 2
) JL%E[(H—&J—ZﬁjAXj— 3 ﬁyAXj) fg]

j=1 j=l+1
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for a sequence (9"),en C Ag(0) C A(0). Note that Typ(z + o ® X,,97) is in L!
due to the definitions of ¥, (¥"),en. Then using monotone convergence, the
tower property and (9"),eny C Ap(0) C Ax(0), we have

ElVi(z + (9 ¢ X))|F = EL}%E[(H - fjﬁjAXj - sz ﬁgAXj>2

j=1 j=t+1

7

l T 2
— lim E[E[(H—x—ZﬁjAXj S 19;?ij)

n—oo N )
j=1 j=t+1

<

k T 2
— lim E[(H—I—Zﬁijj— 3 ﬁ;%AXj)

n—00 ‘ .
7=1 j=k+1

g

k T 2
> essinf EKH —rz—) .AX, — ﬁ’-AX-)
el 9 e A (0) 321 J J j%l J J

7
=Vi(z + (Ve X)),
and so we have the submartingale property. The integrability then follows from
Vi(x + (e X)p)=(H —x— (e X)r)> € L.
Remark: note that Vi, is a non-negative random variable by definition of I'y,

(c) “=7 Let ¥* € A be optimal. We already know that (Vi(z + (9* © X)))k—o,..7
is a submartingale. To show that it is a martingale, we thus only need to show
that

EVr(c+ (9"« X)7)] = E[Vo(c)].

By the optimality of ¥*, we have as in the lecture
E[Vo(e)] = E|essinf E[(H — ¢ — (0« X)r)*| Fi
— o . 2
= inf Bl(H —c— (V¢ X)r)7]
= E[(H —c— ("¢ X)7)?] = E[Vr(c+ (9"« X)7)].

This gives the desired equality.

“<” Suppose that (Vi(z + (¥ © X)i))k=o....
Vi(e+ (9% e X)r) = (H — ¢ — (9"« X)1)? gives

EVo(c)] = E[Vr(c + (9"« X)r)]| = E[(H — ¢ = (9"« X)r)’]
Moreover, the same argument as above shows that
BIV)(O)] = inf E[(H ~ ¢~ (9+ X)r)?],
which implies that 9¥* is optimal.
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(d) By part (b), we have for every fixed ¢ € Aj_; that the process V.(z + (¢ ¢ X).)
is a submartingale. So using ¥ € A,_1, we get

‘/k—l(x) = V;g_l(x—i-(ﬁ/'X)k_l) S E[Vk($+(19/°X)k))|fk_1] = E[Vk<l’+1%€AXk)|fk_1]
Taking essinf yields

Vi_1(z) < essinf E[Vi(x + 9, AX)| Fra].

WEAL 1

To show “>", we fix ¥ € A;_1(0) and then compute

S 19AX>

j=k+1

g

Fr-1

EKH_x_imA&y

j=k

where the inequality is obtained by observing that the strategy given by 19]- =0
for j <k and 9; = ¢, is in A;(0). Taking essinf on both sides, we get

essinf E[Vj(z + 0, A X)) | Fi-1]

YEAL_1

T 2
< essinfE[(H — T — ZﬁjAX])

YEAL_1 =k

Fiot| = Viealo).

Finally Vr(x) = (H — z)? is clear by definition of Vp(z).

Solution 10.2

(a) Base: For k = T, we have Vy(z) = (H — z2)*> = 2> — 2Hx + H?. So Ar =
1,Br =—H, and Cp = H?
Induction step: Suppose that Vi (z) = Agz? + 2Byx + C, with 0 < A, < 1. By
part (d) in the previous exercise, we need to compute

Sg%gmj E [Vk(az + I AXE) | Fre 1] = 88, inf E[Ap(z + 9, AXy)?

+ 2By (z + 9 AXy) + Ck| Fra]
= ess mf{E[Ak:c + 2Byx + Ck| Fr—1]

YEAL_1

+ ﬁzE[Ak(AXk)ﬂfk_l]}.

This is optimisation of a quadratic polynomial and it depends on whether the
leading coefficient is 0 or not.
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On the event Gy := {E[Ap(AX})?|Fr_1] = 0}, we first observe by the Cauchy-
Schwarz inequality for conditional expectations that

E[ALX | Fii]? = E[VANALX| Fio1)? < BIAY Froa ] B[AW(AX,)?| Fia] = 0.
On the other hand, note that B < A,Cj because Vi(x) > 0. This implies
{Ar =0} C {B; =0}. We have
ElA(AXy) 16,] = E[E[Ay(AXE)? | Fi1]le,] = 0.
Using Ar(AXy)*1g, > 0 P-a.s., we obtain Ax(AXy)*1g, = 0 P-a.s. Thus

Bp(AXg)*1g, = 0 P-as. and hence ByAXilg, = 0 P-as. This yields
E[ByAXy|Fi-1]lg, = 0 P-a.s. To sum up, we obtain the implication

E[AL(AXL)? Fe1]) =0 = E[ALAXL| Fio1] = 0 and E[BrAXy|Fr_1] = 0.
Now the optimisation problem on G becomes
Vi—1(z) = essinf E |Vi(x + 9.AX}) ‘]—"k_l]

VEAL_1

= essinf E[Ay2® + 2Bz + O Fr_i]

VeA_1
= E[Akw2 + 2Brx + Cklfk—l]

Thus Vk,1($) = Ak,1$2 + 23]67133' + Ck,1 with Ak,1 = E[Ak!fkq],qu =
E[Bg|Fi_1],Cr_1 = E[Cy|Fr_1]. This yields 0 < Aj_; < 1 and verifies the
induction step.
On G¢ = {E[Ap(AXy)?| Fr_1] # 0}, the optimiser is
_E[(ZEAk -+ Bk)AXk|Fk_1]

E[AR(AXk)? [ F-1]

Setting 0/0 := 0, we make UJi(x) well defined on both Gj and Gf. Now
substituting ¥ (x) in the above gives

ﬁk(l’) =

(E[(.]ZAk + Bk)AXk’Fk_1]>2
ElA(AXE)? [ Fe]

Vk_l(l‘) = E[Ak$2 + 2Bkl' + Ck|]:k—1] -2

(E[(:L’Ak + Bk)AXk|fk_1])2
E[A(AXE)?Fi-1]
(E[AkAXkl]-"k_l])2>
E[A(AXE)?Fi-1]
E[AkAXk|]—"k_1]E[BkAXk|]-"k_1])
E[A(AXE)?Fi-1]

(E[BkAXk\]-"kl])2> _

= E[Akx2 + 2ka + Ck|fk_1] -

=2? (E[Ak|]-"k_1] -

+x <2E[Bk|fk_1] -2

+ (E[Ck|fk—1] " B[A(AX)? Fid]

Updated: May 17, 2020 4 /P



Introduction to Mathematical Finance, FS 2020 Solution sheet 10

So set

(E[ARAXi| Foa])?
E[AR(AXk)?Fi-1]
E[ALAX | Foot| B[ BoAS X3 Fio]
E[A(AXE)?|Fr-1]
(E[BrAXk|Fi])?
E[Ap(AXy)? Fr-a]

Ak—l = E[Ak|fk_1] —

By_1 := E[Bg|Fi—_1] —

Ck,1 = E[Ck’fkfl] —

We then have in general
Vie1(7) = Ap12® + 2By 17 + Cy_y,
as well as 0 < Aj_; < 1 which proves the induction step.

Note by Dynamic Programming Principle (Exercise 10.1(d)) and part (a), we
have

Vk_l(vk_l) = es%infE[Vk(vk_l + 19kAXk)|fk_1]
= €8S infE[Ak(Uk,1 + lgkAXk)Z + QBk(?)k,1 + ﬁkAXk) + Ck‘fkfl]

Vg

Setting the differential w.r.t ¥4 to 0, we see that the first order condition is
QE[Ak(Uk—l + 19kAXk)AXk|fk_1] + ZE[BkAXk|fk_1] = 0.

Using measurability of Ay, By, Cy and predictability of the strategy ¥ we get
that the optimal ¥y for a given vy_; is

BB AN F] B
E[ANAX)? Fe]  ElANAXL)?Fea] ©

Vi(vh-1) =

Finally since vg_; = ¢+ (V* ® X)x_1, we have

E[BiAX | Fi1] E[Ag| Fii] )
 B[A(AXW)2|Fie1]  E[AW(AX)2]Fid] (c+ (07 e X)p-1).

Uy =

Thus J;, k=1,...,T give a candidate for an optimal strategy.
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