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Try to solve the questions before looking to the answers. Every
item must be proved rigorously. Starred problems are harder.

Problem 1

Given m and d the smallest worst case coherence is the minimum
worst case coherence among all frames of m unit norm vectors in
d dimensions. Can you find the smallest worst case coherence for
the following cases:

(a) 2 vectors in 2 dimensions (d = 2, m = 2)

(b) 3 vectors in 2 dimensions (d = 2, m = 3)



Solution 1

(a) By the definition of coherence, it is a nonnegative quantity:.
We have two vectors in a two dimensional space, so we can
take an orthonormal basis and it gives zero coherence.

(b) Let’s consider the real case, the complex case is analogous.
The intuition for this problem goes as follows: Draw three
vectors in the plane R? and consider the angles between such
vectors. We want that the absolute value of the cosine of
such angles to be minimized, it is intuitive that it should be
the case in which all angles are equal. We proceed to prove it
formally. Let ® € R*® be an arbitrary matrix whose columns
are ¢, ¢, ¢3. The associated frame operator is S = ®P" and
consider the Gram matrix G := ®*®. The trace of S can be
bounded as follows

3 = Tr(G) = Tr(S) = ¢S, bYr < |S|¢|L|r = \/Tr(SS7) V2
By the cyclic property of the trace,
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The summation in the right hand side runs over 6 possible
pairs. It follows that 9 < 2(3 + 6p%) where p is the worst case
coherence. We immediately get p = ;. The frame formed
by the vectors ¢; = (0,1), ¢, = (—g,—%) and ¢ = (22, -2)
achieves the lower bound, observe that the angles between

the vectors are the same.

Problem 2

For a matrix @, prove that spark(®) < rank(®) + 1
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Solution 2

By definition of rank, every collection of vectors of size strictly
larger than rank(®) are linearly dependent, so for every matrix &,
any collection of rank(®) + 1 vectors is linearly dependent. By the
minimality in the definition of spark, spark(®) < rank(®) + 1.

Problem 3

Consider a tight frame {¢,, ..., ¢,,} € C? with frame bound A.

(a) Prove that the associated frame operator S is equal to c(A)I,,
where c(A) is a constant that depends only on A and I; is
the d x d identity matrix.

(b) Prove that if A = 1 and all vectors have unit norm, then the
frame must be an orthonormal basis.

(c) Can you give an example of a tight frame that is not an
orthogonal basis?

Solution 3

(a) Let ® be a matrix whose columns are ¢, ..., ¢,,, observe
that 1", K&k, x)|* = |®@x|5 and since the frame is tight
with frame bound A, |®*x[3 = Y 1%, Kéx, x)[* = A|x|3. This
implies that ®” is a scaled isometry because \/Z(ID* is an isom-
etry. It follows that {x, x) = %{CD*x, d'x) = i(CDCD*x, x ). The
equality holds for all vectors x € C¢, it follows that ~ PP
is the identity matrix. By definition of the frame operator,
S = Al;. The proof reveals more than it, we can use the same
argument to show that the converse is also true.



(b)

By the previous item we know that {S¢;, ¢;> = 1 because
A =1 and all ¢;’s are unitary. We expand the first term of
the equality and get

1=<¢S¢i, 6> = > K ¢ = il + Y. Kb )l
k=1

k+i

=1+ ) Kool

k+i

It follows that Y .. [{ ¢k, $:)|* = 0, so the vectors in frame are
unitary and pairwise orthogonal. Every frame is a spanning
set (Homework 4), so the frame must be an orthonormal
basis.

Consider the frame {(+/3,0); (-1, ¥/2); (-1, £4/2); (-1, £ 4/2)}
where ¢ = es. It is easy to see that is a tight frame and it is
not an orthogonal basis because there are four vectors in a
two dimensional space.
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