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12.1. Spectra of shifts
Let S: (?(N,C) — ¢*(N,C) be the right shift on ¢(*(N,C), i.e.,

S((zy, w2, 3,...)) = (0,21, 22,...) for all (z,)nen € (N, C).

a) Calculate the operator norm ||.S||r2vc)e2vcyy and the spectral radius rg of S.
(€2(N,C),£2(N,C))

Solution: It holds for all z € (*(N,C) that [|Sz|lewc) = ||z/lewc). It follows
for all n € N, z € #(N,C) that [|S"z|,ene = |zllewe. Thus, we obtain
||Sn||L(€2(N,(C),€2(N,(C)) = 1 for all n € N. This 1mphes that ||S||L(€2(N,(C),€2(N,(C)) =1
and rg = 1.

(b) Determine the point spectrum o,(S), the continuous spectrum o.(S) and the
residual spectrum o,.(5) of S.

Solution: For x = (2, )nen € (2, X € C, the relation \x = Sz implies that \z; = 0
and \x,41 = x, for every n € N. For A # 0, this leads to « = 0. That is, 0,(5) C {0}.
Since S is an isometry, S is injective and therefore, 0 ¢ 0,(S). Hence, 0,(S) = 0.

Note that, for every A € C with |A\| < 1 it holds that ™ := (\"7!),cy € £4(N,C)
(for A =0, 2™ = ¢; = (1,0,0,...)) and Az, = S*z,. In particular, for every A € C
with |\| < 1, the range of A — S cannot be dense as ker(A — S*) # {0}. Thus,
{Ae C||A <1} Co.(S)Uog,(S) = 0,(5) (and we saw during the proof that
{Ae C||A <1} C0,(5%)). Moreover, since {A € C||A| <1} Co(S) C{ e C|
|A| <1} and o(9S) is closed (as the resolvent set is open), we know at this stage that
o(S) ={reC|Al <1}.

For A € C with |A| = 1, x € ker(A — %) implies that ||S*z|2mc) = [[A2]lene =
|z||lem ey, i-e., 21 = 0. But this implies 5 = 0, 23 = 0 ... and inductively z,, = 0 for
all n € N. Hence, for every A € C with |A| = 1, we have that ker(A — S*) = {0} (in
other words, {\ € C | [A\] =1} No,(S*) = 0) and, therefore, im(A — S) is dense. Thus,
{NeC||N=1}no.(S)=0. Since we know already that o(S) ={A € C ||| <1}
and 0,(S) = 0, it follows that {\ € C | |\| =1} C 0.(S5).

To sum up, we found that

0,(S) =0, o.(S)={ eC| A =1}, and o,(S)={AeC| N <1}

(c) Do the same for S*, the left shift.

Solution: First, note that A € ¢(S*) if and only if A € o(S). Hence, we obtain
from o(S) = {\ € C| |A\| < 1} that o(5*) = {A € C | |A\] < 1}. Moreover, having
already seen in the part (b) that 0,(5*) D {A € C| |\ < 1} and that {A € C | |A| =
1}N0o,(S*) = (), we obtain that 0,(S*) = {\ € C | |A\] < 1}. In addition, since for every
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A € 0,.(S*) we would need to have X € 5,(9), we see that ¢,.(S*) = (). Consequentially,
0e(57) = o(57) \ (0p(5) U 0,(57)) = a(57) \ 0,(5") = {A € C [ [A] = 1}.

To sum up:

(S ) ={AeC| |\ <1}, 0.(5)={AeC||N=1}, and o.(S")=0.

12.2. Fredholm’s alternative (on Hilbert spaces)

Let H be a Hilbert space and let K € L(H) be a compact operator. Prove the
following statements. (The goal of this exercise lies in (d) and (e) below.)

(a) dim(ker( — K)) < oc.

Solution: Assume that dim(ker(/ — K)) = oco. Then there exists a sequence
(Tp)nen C ker(I — K) with (x,, ) = dum for all n,m € N. In particular, (z,)nen
does not have a converging subsequence. By compactness of K and by z,, = Kz, for
every n € N, the sequence (z,)nen should have a converging subsequence, though.

Alternatively, restricting K to the closed (and therefore complete) subspace ker(1 — K),
we are in the situation of a Hilbert/Banach space on which the identity operator is a
compact operator or, put differently, in which the closed unit ball is compact. This
only ever happens in finite dimensions.

(b) im(/ — K) is closed.

Solution: We claim that there exists v € (0,00) so that ||z| < 7|z — Kz for all
z € (ker(I — K))*. Indeed, if this was not the case, then there would exist a sequence
(2n)nen C (ker(I — K))* satisfying 1 = ||z,|| > n|lz, — Kz,|| for all n € N. This would
imply that z, — Kz, — 0 as n — oo. On the other hand, by compactness of K, we
may assume (by passing to a subsequence, if necessary) that Kz, — y as n — oo for
some y € H. Consequentially, we would have that z,, = (z,— Kx,)+ Kz, = 0+y =y
as n — 0o. Hence, we would obtain y € (ker(I — K))*, ||y|| = lim, o0z, || = 1, and
Ky = lim,,_,o, Kz, = y. But this is not possible as y € (ker(/ — K))* and Ky =y
(i.e., y € ker(/ — K)) would imply that y = 0, contradicting ||y|| = 1.

With v € (0,00) so that |z|| < 7|z — Kz|| for all € (ker(I — K))*, we can
now conclude that im(/ — K) is closed: Let (yn)neny C im(I — K) be an arbitrary
sequence converging to Y., in H. Let (x,)neny C H satisfy for all n € N that
Yn = x, — Kx,. Denoting by P € L(H) the orthogonal projection onto the closed
subspace (ker(I — K))*, we obtain that (Pz,)neny C (ker(I — K))* (and therefore
x, — Pz, € ker(I — K)) so that Pz, — KPzx, = x, — Kz, =y, for every n € N.
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Now, we can use the previously obtained inequality to verify that (Px,),eny C H is a
Cauchy sequence:

limsup sup ||Pz, — Pz,,| < limsup sup yn — ym|| = 0.

N—oco mmn>N —00 m,n>

Thus, there exists a limit o, € H of (Pxy,)neny and 2o — Koo = lim,, oo (I — K) Pz, =
My, 00 Yn = Yoo, 1-€-, Yoo € iIMm(1 — K).

(c) im(I — K) = (ker(I — K*))*.

Solution: This follows immediately from the fact that im(/ — K) = (ker(I — K*))*
and the fact that im(/ — K) is closed (cp. part (b)).

(d) ker( — K) = {0} if and only if im(/ — K) = H.

Solution: “(=-)“: Assume for a contradiction that ker(/ —K) = {0} and im(/ — K) #
H. We first show by induction that (I — K)*Y(H) C (I — K)*(H) for every
k € Ny. Indeed, for £ = 0, this is just the previous assumption. And if £ € N
is such that (I — K)*(H) € (I — K)*Y(H) but (I — K)*Y(H) = (I — K)*(H),
then we obtain that zy € (I — K)**(H) \ (I — K)*(H) gets mapped by [ — K
o(I -—K)xge (I—-KFH)=(I-KM(H)=(1-K)((I—-K)*H)) so that
there has to exist 71 € (I — K)*(H) satisfying (I — K)zg = (I — K)z;. Hence,
0 # x9—x1 € ker(I — K) (since xg # x1 as xo ¢ (I — K)*(H) while 2, € (I — K)*(H)),
which contradicts that I — K is injective.

Knowing that — under the assumption that ker(/ — K) = {0} and im(/ — K) # H —
has to hold for every k € Ny that (I — K)**(H) C (I — K)¥(H) and since (I — K)*(H)
is closed for every k € N by part (b), we can now choose a sequence (zy)rey € H such
that ||zx]| = 1 and z, € (I — K)*(H) N ((I — K)*(H))* for every k € N. Moreover,
note that for all £,/ € N with k£ < [ it holds that

l’k—<Kl'k—Kl'l):(l'k—Kl'k)— (Q?l—le) + x] E([—K)kJrl(H),
N

c(I-K)k+1(H) e(-K)+1(H) €(-K)!(H)

ie., |[Kxy — K| > dist(zg, (I — K)*Y(H)) = ||zx]| = 1 (since, sloppily speaking,
Kzj, — Kx; has to cover at least the part of x;, perpendicular to (I — K)**1(H)). In
particular, (Kxy)ren does not have a converging subsequence, although (xy)gen € H
is a bounded sequence and K is compact.

“(<)“ im(I — K) = H implies that ker(I — K*) = {0}. By Schauder’s theorem (cp.
also Problem 11.2 (Schauder’s theorem)) K* is compact. The previous part of the
proof hence implies that im(/ — K*) = H. Hence, ker(I — K) = {0}.
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(e) dim(ker(I — K)) = dim(ker(I — K*)).

Solution: Assume for a contradiction that dim(ker(/—K)) < dim(ker(/—K*)). Since
ker(I — K*) = im(I — K)*, we are assuming that dim(ker(/ — K)) < dim(im(/ — K)%).
Since ker(I — K) is finite-dimensional by part (a) and dim(ker(/ — K)) < dim(im(/ —
K)1), there exists an injective, but not surjective map Agy: ker(I — K) — im(/ — K)=*.
Moreover, since ker(/ — K) is finite-dimensional, Ay has finite rank and is therefore
compact. Define A: H — im(I — K)* via A(z +y) = Agz for z € ker(I — K),
y € (ker(I — K))*t. Since A is a compact linear map, K + A is also a linear map
(from H to H). Note that (I — K — A)x = 0 implies that Az = (I — K)z €
im(I — K) N (im(I — K))* = {0}, hence x € ker(I — K) Nker(A) = ker(Ay) = {0}.
On the other hand, for every z € H it holds that (I — K — A)z = (I — K)x — Az €
im(I — K) ®im(A) € im(I — K) @ (im(I — K))* = H since im(A4) € (im(I — K))*.
Hence, we have ker(/ — K — A) = {0} and im(/ — K — A) # H, contradicting part
(d). This contradiction now shows dim(ker(/ — K)) > dim(ker(/ — K*)). Since K*
is, by Schauder’s theorem, compact as well, we obtain by the above argument that
dim(ker(I — K*)) > dim(ker(I — K)).

Remark. The statement remains true in the Banach space setting. (The proof gets
slightly more technical.) In particular, we just saw — as mentioned earlier — that the
extra symmetry assumption on the kernel £ in Problem 11.5 (Integral operators) was
not really necessary.

12.3. Symmetry vs. self-adjointness

Let H be a C-Hilbert space and let A: D4 C H — H be a densely defined symmetric
linear operator. Prove that the following statements are equivalent:

(i) A is self-adjoint.
(ii) A is closed and ker(A* 4 i) = {0} = ker(A* — 7).
(if) im(A + i) = H = im(A — i),

Solution: ”(i) = (i7)”: Since A* is closed and A = A* by assumption, A is closed.
Moreover, for every x € D, it holds that (since A = A*)

(Az, ) = {z, A"z) = (&, Az) = {Az, 2,
i.e., (Az,x) € R. On the other hand, it holds for every = € ker(A* + i) that

i||z||* = (x, —iz) = (z, A*z) = (Az,z) € R,
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which results in = 0. Similarly do we obtain for every = € ker(A* — i) that
—i||z||* = (Az, z) € R, which again implies that x = 0.

“(i7) = (i13)“: We show that im(A + ¢) is closed and dense. Let (yp)neny C im(A + 9)
be a sequence converging to Y., € H as n — oo and let (x,),eny € Dy satisfy
Yn = (A + 1)z, for every n € N. Then it holds for every n € N that

yallllznll = 1{yn, 2a)l = (AZy + iz, 20)| = [(A2n, 20) + il za]]

= \(Az, 22)2 + |2al|t > [l

It follows that (x,)neny € H is a Cauchy sequence and therefore converges to some
limit xo, € H. Since y, = Az, + ix, — Yso as n — oo, it follows that Az, =
Yn — 1Ty — Yoo — 1T a8 N — 00. The assumption that A is closed now implies that
Too € Dy and Yoo — 1% = AZs. Hence, Yoo = (A + )25 € im(A + ¢) and im(A + 7)
is closed. In an analogous way it can be shown that im(A — ) is closed and dense.

“(791) = (4)“: Since A is symmetric, we know that A C A*. It thus remains to show
that A* C A, i.e., that Da» C Dy (and, of course, A*x = Az for every x € Dy-, but
this is then clear). For this, let € Dy«. Since A + i is assumed to be surjective,
there exists z € D4 such that A*x + tx = Az + iz. Then it holds for all y € D, that

(7, Ay —1y) = (A" + iz, y) = (Az +iz,y) = (2, Ay — 1y).

Moreover, since im(A — i) = H, this implies that x = z € Da4.

12.4. Special construction of self-adjoint operators

Let H and K be K-Hilbert spaces (with K € {R,C}) and let J € L(K, H) be an
injective operator with dense range.

(a) Prove that JJ* € L(H) is an injective operator with dense range.

Solution: For all x € ker(JJ*) it holds that | J*z||% = (JJ*z,z)y = 0. Hence,
ker(JJ*) C ker(J*) = (im(J))* = {0} since J is assumed to have dense range.
Moreover, for every x € im(JJ*)%, it holds that 0 = (JJ*z, )y = || J*z||%. That is,
(im(JJ*))* C ker(J*) = {0}. Thus, im(.JJ*) lies dense in H.
(b) Prove that S := (JJ*)7! (i.e., the operator S: Dg C H — H, defined by
Dgs =1im(JJ*) and S(JJ*x) = x for all z € H) is self-adjoint.

Solution: First, we consider the case of K = C. We show that S is a densely
defined symmetric operator satisfying im(S + i) = H = im(S — i) (where we show
density and closedness of im(.S + i) and im(S — i) for the latter) and invoke Problem
12.3 (Symmetry vs. self-adjointness). For the symmetry of S, let z1,2o € Dg be
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arbitrary. Necessarily, there exist wy,ws € H such that z; = JJ*w; and xo = JJ ws.
Self-adjointness of JJ* € L(H) ensures that

<S$1,$2>H = <’w1, JJ*w2>H = (JJ*wl,w2>H = <ZL‘1,SZE2>H.

For the density of im(S + i), consider z € im(S +14)*. Since JJ*x € Dg, it thus holds
that

0=((S+i)JJz, ) = ||l +ill "=,

showing that x = 0. Hence, im(S +1¢) = H. Analogously, one can show that
im(S —1i) = H.

For the closedness of im(S + ¢), consider a sequence (Y, )neny C im(S + ¢) with limit
Yoo and let (z,)neny € Dg be given by y,, = Sz, + ix,, for every n € N. Since it holds
for all u € Dg that

(S + iyl arllull e > 1(Su + iu, uy] = [ill 7" Sullf + lully| > lul,

we infer that (x,),en is a Cauchy sequence in H. Therefore, (x,),en converges to
some To, € H and Sz, = Y, — iT) — Yoo — 1T a8 N — 00. Since JJ* is continuous
(and therefore closed), S is closed, and since S is closed, we conclude that z,, € Dg
with SZo + 100 = Yoo- Thus, im(S + ) is closed. It can be proved analogously that
im(S — i) is closed.

Problem 12.3 (Symmetry vs. self-adjointness) now ensures that S — as a symmetric,
densely defined (by part (a), we know that Dg = im(JJ*) is dense in H) operator
with im(S +¢) = H = im(S — i) — is self-adjoint. Thus, the claim is proved in the
case that K = C.

Next we consider the case that K = R. Let H := H? and K := K?2. By defining the
vector operations as well as the scalar product on H (and analogously on K) via

(91,92) +2 (h1, he) = (91 + h1, g2 + ha),
(al + iaz) “H (91792) = (@191 — a292,0192 + @291)7
((91,92), (1, ha))y = (g1, )i + (92, ho) i +i({g2, hi)r — (91, h2) i),

for all aj,as € R, g1,92,h1,he € H, we equip H (and, analogously, K) with a C-
Hilbert space structure (why?). Moreover, H is isometrically embedded in H via
(H > h~ (h,0) € H) (and analogously K is isometrically embedded in K).

Note that J: KK — H, given by J(x,y) = (Jz, Jy) for all x,y € K, is a bounded
(C-)linear map from K to H. Moreover, im(J) = im(J) x im(J) is dense in H and
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ker(J) = ker(J) x ker(J) = {(0k,0x)} = {0k}, i.e. J is injective and has dense
range. In addition, it holds for all x1, x5 € K, y1,y> € H that

<j($1, xQ)v (y1, y2)>’H =

Jx1, Jx2), (Y1,Y2))n

Y0+ (S22, y2)m + (T2, y1)m — (o1, y2) )
w1, Sy k + (T2, JY2) ik + i({w2, Ty k — (21, JY2) k)
(z1,22), (Jy1, Jy2)) ks

o~ o~~~

ie, J*(y1,y2) = (J*y1, J*y2) for all y;,y, € H. We know from our considerations
of the case of C-Hilbert spaces that S := (JJ*)™! is self-adjoint. Since it holds
for all z,y € H that JJ*(z,y) = J(J*z,J*y) = (JJ*z,JJ*y), we obtain that
Ds =im(JJ*) = im(JJ*) x im(JJ*) = Dg x Dg and that S(z,y) = (S, Sy) for all
x,y € Dg. This implies in particular that Dg« X Dg« C Dg+. On the other hand, for
every (z1,xs) € Dg«, there exists C € [0, 00) satisfying

(S(y1,y2), (21, 22))nu| < Cll(y1,92)|l% for all y1,y2 € Ds,

which implies for all z € Dg that

which, in turn, results in x1, x9 € Dg«. Thus, we have Dg« X Dg« = Dg« = Dg = Dg X
Dg, ie., Dg = Dg-. Since it holds for all z,y € Dg that (Sx,y)y = (Sz, JJ*Sy)y =
(JJ*Sz, Sy)n = (x, Sy)u, we have finally arrived at S* = S.

12.5. Heisenberg’s Uncertainty Principle

Let (H, (-,-)n) be a Hilbert space over C. Let D4, Dp C H be dense subspaces and
let A: Dy C H— H and B: Dg C H — H be symmetric linear operators. Assume
that

A(DaNDp)C Dg and B(DaNDg)C Dy,
and define the commutator of A and B as

[A,B]: Diap C H— H, [A, B](x) := A(Bz) — B(Ax),
where D4 g := D4 N Dp.
(a) Prove that

(2, [A, Bla)u| < 2| Axl|n|| Bz||s  for every & € Diap.
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Solution: Let z € Dy p = Da N Dp. Then, applying the Cauchy—Schwarz
inequality,

(2, [A. Bla)u| < (2, A(Bx))u| + | (z, B(Az)) ]
= ‘<A(E,B£C>H‘ + ‘(Bl‘,Ax>H‘

< [[Az||ul|Bzlla + [| B[l o || Az||
= 2[|Az||u || B | -

(b) Define now the standard deviation of A

G(A x) = \/<Ax,Ax>H — {(x, Az)%

at each © € Dy with ||z||g = 1. Verify that ¢(A, z) is well-defined for every z (i.e.
that the radicand is real and non-negative) and prove that for every x € Di4 p) with
|z||z = 1 there holds

(2, [A, Bla)u| < 26(A,2) 5(B, 7).
Solution: Since A is a symmetric operator, (z, Az)y is real for every © € Dgy C D a-.
Indeed,

(x, Av)y = (A", 2)y = (Az,2) g = (z, Ax) .
Moreover, for x € D4 with ||z|| g = 1, we have

(@, Ax)yy < |2l || Azl = (Az, Az)g.

Therefore, the radicand in the definition of the standard deviation is a non-negative
real number and ¢(A, z) is well-defined. For any A, u € R, the commutators [A, B|
and [A — A\, B — p] agree:

A=A B =] = (A= N (B )~ (B - p)(A— N
=AB —pA—AB+ A \u— BA+ B+ pA— A \u=[A, B]
on Dia-xp—y = Da-xNDp_y = DsNDp = Dy p. Since A is symmetric and A\ € R,
the operator A = A — X is also symmetric on D ; = D 4. Moreover, for any x € Dy,
|Az||% = (Az, Az) g = (Ax — Az, Ax — Ma) g
= (Ax, Azx)yr — 2M @, Az) i + N2, 2) g
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We observe that if we choose A = (x, Az)y € R and if ||z||g = 1, then

Now, let € Djap = Da N Dp with |[z]|g = 1 be arbitrary. Since the operators
A:=A—(x,Az)y and B := B — (z, Bx) g are symmetric, part (a) applies and yields

(2, [A, Bla)u| = |(z, [A, Bla)u| < 2||Az||ul|Be|s = 25(A,z) <(B, z).

Remark. The possible states of a quantum mechanical system are given by elements
r € H with ||z||g = 1. Each observable is given by a symmetric linear operator
A: Dy C H— H. If the system is in state x € D4, we measure the observable A
with uncertainty ¢(A, z).

(c) Let A: Dy € H — H and B: Dg C H — H be as above. A, B is called
Heisenberg pair if

[A,B] =ild|p,

A,B]"

Show that, if A, B is a Heisenberg pair with B continuous (and Dp = H), then A
cannot be continuous.

Solution: Suppose, B € L(H) and A: D4 C H — H satisfy

4, B] = i1d |p,

A,B]"

By assumption, Djap = Da N H = Dy and B(Da) € Da. In particular, for any
n € N the inclusion B"(D,4) C D, is satisfied, which is necessary to define [A, B"].
We prove [A, B"|z = niB" x for every n € N, x € D, by induction. For n = 1, the
claim holds by assumption. Suppose, it is true for some n € N. Then it holds for
every x € Dy that
[A, Bn+1]I — ABn+1I _ Bn+1AJ}

= (AB" = B"A+ B"A) Bz — B""' Ax

= ([4,B") + B"A)Bx — B"" Az

=niB" 'Bx + B"ABx — B""' Az

=niB"x + B"[A, Blx = niB"x + iB"z = (n + 1)iB".

A consequence is that B cannot be nilpotent: If B®™ = 0 for some n € N, then
B" e = L[A,B"z =0 for all z € Dy, i.e., B"* = 0, which iterates to B = 0 in
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contradiction to [A, B] # 0|p,. Suppose by contradiction that A has finite operator
norm ||A||. Then, we can assume w.l.o.g. that D4, = H and

nl|B"H| = [|[A, B"]| < [AB"|| + ||B" Al < 2[|A[[[|B" |l B]I

Since ||B"7!|| # 0, we obtain 2||A| > g7 > 0 for every n € N, thus ||A]| cannot be

finite and the contradiction is reached.

(d) Consider the Hilbert space (H, (-, )g) = (LZ([O, 1],C), (-, ->L2) and the subspace

Co((0,1],C€) == {f € C'([0,1],C) | £(0) =0 = f(1)}.
Recall that C}([0,1],C) C L?([0,1],C) is a dense subspace. The operators
P: Cy([0,1],C) — L*([0,1],C), Q: L*([0,1],C) — L*([0,1],C)
f(s) = if'(s) f(s) = sf(s)

correspond to the observables momentum and position. Check that P and () are
well-defined, symmetric operators. Check that [P, Q]: C([0,1],C) — L?([0,1],C) is
well-defined.

Show that P and () form a Heisenberg pair and conclude that the uncertainty principle
holds: for every f € C;([0,1],C) with || f||z2(jo,1,c) = 1 there holds

(P, f)<(@,f) = 3.

Thus we conclude: The more precisely the momentum of some particle is known, the
less precisely its position can be known, and vice versa.

Solution: If f € C'([0,1],C), then f’ is bounded and in particular f’ € L*([0, 1],C).
Therefore, the linear operators

P: CL([0,1],C) — L*([0,1],C), Q: L*([0,1],C) — L*([0,1],C)
f(s) = if'(s) f(s) = sf(s)

are indeed well-defined. They are also symmetric. For () this follows immediately
from [0,1] C R. Indeed, for all f,g € Dg = L*([0,1],C) it holds that

@Fghie = [ s )ls)ds = [ 1()5005)ds = (1, Q)

For P, symmetry follows via integration by parts. Indeed, given any f,g € Dp =
C;([0,1],C), we have

(Pfghe = [ iF o) ds == [ 77 () ds = [ Fs)ig () ds = (. Po)ue
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When integrating by parts, the boundary terms vanish due to f(0) = 0 = f(1). Hence,
P: C3([0,1];C) — L*([0, 1]; C) is symmetric (but not self-adjoint! see Beispiel 6.6.1).

Next, we verify that the commutator [P, Q] is well-defined. Since Dg = L?([0,1],C) is
the whole space, the only thing to check is that Qf: s +— sf(s) is in Dp = C}([0, 1], C)
whenever f € C;j([0,1],C). But this follows from the product rule. Moreover,

([P, QLN)(s) = (PQS))(s) = (Q(PS))(s) =if(s) +isf'(s) — sif'(s) =if(s)
for almost every s € [0, 1] which proves that P, @ is a Heisenberg pair. By part (b),

= Fif)re

_1
— 1

VFEeCh Ifll =1 <P 1)s(Q,f) = 3[{f. [P,QIf) e
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