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Exercise 13.1 Let X be a Lévy process with values in Rd and ft(u) := E[eiu>Xt ]. Recall
that X is stochastically continuous, i.e., the map t 7→ Xt is continuous in probability, and that
ft+s(u) = ft(u)fs(u) and f0(u) = 1 for all s, t ≥ 0 and u ∈ Rd.

(a) Show that fs(u)n = fns(u) and ft(u) = ft/n(u)n for all n ∈ N and s, t ≥ 0.

(b) Show that t 7→ ft(u) is right-continuous and ft(u) 6= 0 for all t ≥ 0 and u ∈ Rd.

(c) Fix u ∈ Rd and let z̃ ∈ C be such that f1(u) = exp(z̃). Show that there exists a unique k̂ ∈ Z
such that

f2−n(u) = exp
(
z̃ + 2k̂πi

2n

)
for each n ∈ N.

(d) In the setup of (e), let z := z̃ + 2k̂πi and define the function g(t) = exp(tz) (which can be
seen as a definition of t 7→ f1(u)t). Show that ft(u) = g(t) for all t ≥ 0.

Exercise 13.2

(a) Let N be a one-dimensional Poisson process and (Yi)i≥1 a sequence of i.i.d. Rd-valued random
variables independent of N . We define the compound Poisson process by Xt :=

∑Nt

j=1 Yj .
Show that X is a Lévy process and calculate its Lévy triplet.

(b) Does there exist a Lévy process X such that X1 is uniformly distributed on [0, 1]?

(c) Let (Xt)t≥0 and (Yt)t≥0 be Rd-valued processes such that the joint process (X,Y ) is Lévy
with respect to a filtration F = (Ft). Show that if E[eiu>Xteiv>Yt ] = E[eiu>Xt ]E[eiv>Yt ] for
all u, v ∈ Rd and t ≥ 0, then X and Y are independent.

Exercise 13.3

(a) Let ν̃ be a finite measure supported on [ε,∞) for some ε > 0, and λ̃ := ν̃([ε,∞)) > 0.
Suppose that (Nt) is a Poisson process with rate λ̃ and (Ỹn) are i.i.d. random variables with
distribution λ̃−1ν̃. Check using Exercise 13.2(a) that the process J ν̃t :=

∑Nt

j=1 Ỹj is a Lévy
process with Lévy triplet (b̃, 0, ν̃), where b̃ =

∫
1{|x|≤1}x dν̃.

(b) Suppose that ν̃ has compact support, i.e., ν̃((K,∞)) = 0 for some K ∈ (0,∞), so that
ν̃([ε,K]) = λ̃. Find a constant µ > 0 such that the process M ν̃ defined by

M ν̃
t := J ν̃t − µt

is a martingale. If ν̃ is not compactly supported, under what assumption can we find such a
constant µ?

(c) For some K > 0, let ν be a measure supported on [0,K] such that ν({0}) = 0 and ν((ε,K]) <
∞ for each ε > 0. Choose a sequence (am)m∈N0 such that a0 = K and am ↘ 0, and let
(νm)m∈N be a sequence of measures that are absolutely continuous with respect to ν with
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respective densities dνm

dν = 1(am,am−1]. As in (a), for each m ∈ N, let (Nm
t )t≥0 be a Poisson

process with rate Cm := ν((am, am−1]) and (Y mn ) be i.i.d. random variables with distribution
C−1
m νm. We suppose that the (Nm) and (Y mn ) are all independent, and define Jνm and Mνm

as in (a) and (b).

Show that for each k ≥ 1, the process Jk :=
∑k
m=1 J

νm is Lévy and find its Lévy triplet.
Find a constant µk such that Mk

t := Jkt − µkt is a martingale.

(d) Suppose that
∫K

0 x2ν(dx) <∞. For any T > 0, show that the sequence of stopped martingales
((Mk)T )k∈N converges in H2

0.

(e) Under the assumption in (d), does (Jk)k∈N converge?
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