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Exercise 3.1 (Gradient descents)

(a) If the optimization problem is strictly convex, does gradient descent always converge? Does it
always converge to the global minimum?

(b) If the optimization problem is convex, step length chosen sufficiently small, does gradient
descent always converge? Does it always converge to the global minimum?

(c) What is the difference between batch gradient and stochastic gradient descent? And what is
mini-batch gradient descent?

Exercise 3.2 (Backpropogation of neural network) Let θ = (w, b, a) ∈ R3 and let σ be the
activation function. We consider the shallow neural network fθ : R→ R s.t.

fθ(x) = aσ(wx+ b). (1)

Then we solve the regression problem with 3 data point (xi, yi) ∈ R2, i = 1, 2, 3 by minimizing the
L2 loss

Lf =
∑

i=1,2,3

(
fθ(xi)− yi

)2 (2)

(a) When solving the regression, do we compute ∇x0Lf or ∇θLf?

(b) Compute ∂wf and ∂bf by chain rule. Do you find any intermediate value computed twice in
both ∂wf and ∂bf?

(c) Consider regression problem as a constrained optimization problem

min
∑

i=1,2,3
li

li = (ỹi − yi)2

ỹi = aσ(zi), i = 1, 2, 3.
zi = wxi + b

(3)

Solve it by Lagrange multiplier and relate this with backpropagation.

(d) Generalize this idea to deep neural networks.

Exercise 3.3 (Controlled ODEs) Consider the controlled ODE: X0 = x ∈ R

dXθ
t = V θ(t,Xθ

t )dt, t ∈ [0, T ]. (4)

(a) Let

at = ∂Xθ
T

∂Xθ
t

. (5)

Prove that
d

dt
at = −∂V

θ

∂x
(t,Xθ

t ) · at, aT = 1, (6)

and relate at with Jt,T in the lecture notebook.
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(b) Prove that
d

dt
(∂X

θ
t

∂θ
at) = at

∂V θ

∂θ
(t,Xθ

t ), (7)

and
∂Xθ

T

∂θ
= −

∫ 0

T

∂Xθ
T

∂Xθ
t

· ∂V
θ

∂θ
(t,Xθ

t )dt. (8)

(c) Is every feedforward neural network a discretization of controlled ODE?
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