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Mathematical Foundations for Finance

Exercise Sheet 13

Please hand in your solutions by 12:00 on Wednesday, December 21 via the course
homepage.

In the problems below, W denotes a Brownian motion with respect to P and F.

Exercise 13.1 (Nowikov condition) Let n € R be fixed and ¢ : R — R a
continuous function. Recall that in Exercise 12.4, we showed via [t6’s formula
that the process

enfgg(s)dws—é fotg2(5) de t >0,

is a continuous local martingale. Prove that it is in fact a true martingale.

Solution 13.1 For ease of notation, let L, := [3ng(s)dW, for all t > 0. It is
immediate that L is a continuous local martingale null at zero. Also, note that

Thus,
t 2 .t
E(L); :=exp(L; — %<L>t) = enfo g(s) dWs—1- [/ gQ(S)ds‘
Moreover, for each T' > 0, we have

T

E[€%<L>T] _ E[e%fo n2g2(s)ds] _ e%fOTnQQQ(S)dS < 00,

since s — ng?(s) is continuous on [0, 7] (and hence bounded). It now follows from
the Novikov criterion that the process given in the problem is a true martingale on
[0, T]. Since this is true for all T' > 0, the process is thus a true martingale on [0, 00),
as required.

Exercise 13.2 (Itd’s representation theorem) Fix T € [0,00). For each of the fol-
lowing random variables, determine its decomposition as given in Itd’s representation
theorem.

(a) WT?
(b) Wi,
(c) cos(Wr).
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Hint: For part (b), compute the martingale M on [0, T] with My = Wi, and for part
(c), argue first that (/% cos(W,))is0 is a martingale.

Solution 13.2

(a) We see that the process ¥ = (¢s)s>0, given by

ws:

1 ifs<T,
0 ifs>T,

satisfies ~
Wy = / be AW,
0

Since (Wi)ieo,r) is a martingale, then (fy s dWs)icpo,00) 1s & martingale, as
required.

(b) Note that there is a unique martingale M = (M, )iejor) with My = Wi, namely,
M, = E[W3 | F] for all t € [0,T]. We want to have M, = [i 1, dW, for all
t € [0, T]. We compute

M, = EWW} | Fi] = E[(Wp — W, + W)* | F]
=W+ AWPEWr — W, | F] + 6W2E[(Wp — W,)* | F]
+ AW, E[(Wyp — W)? | Fi] + E[(Wp — W)* | F.

Since W — W, is independent of F; and has distribution N (0,7 — t), then

EWy —W, | F] = E[Wy —W,] =0,
E[(Wp = Wy)? | Fi] = E[(Wr = W)’ =T —t,
E[(Wp —Wy)? | Fi] = E[(Wr — W,)*] = 0,
E[(Wr — W)* | ] = E[(Wr — W)"] = 3(T — t)?

Thus, we have
M; = WH+6(T —t)W?2 +3(T —t)2.

Now, let f(t,z) = 2* + 6(T — t)z* + 3(T — t)*>. Then f € C?*(R*%;R), and

U = 6% — 6(T —t), Y = d2® +12(T — t)z, and L4 = 122 +12(T —t). By

It6’s formula, we have
t t
M= [ —6W2 = 6(T —s) ds+ [ AW +12(T = )WV, aW,
0 0
]_ t
+ 5/ 12W2 + 12(T — s) ds
0

t
:/ AWE 1+ 12(T — s)W,; dW..
0
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Thus, take
0, = AW3 +12(T — s)W, if s < T,
o if s >T.
Then [j s dW, = M, for all t € [0,T], and [} ¢, ds = My for all t € [T, 00].

Since (M¢)sepo,r) is a martingale, then so is ( I3 s dWs)tefo,o0)- Moreover,

/¢wm:m:w,
0
as required.

(c) Consider e'/?cos(W;), and let f(t,z) = e"/?cos(z). Then f € C?*(R%R),
and & = Llet2cos(z), L = —et/?sin(x), g—i; = —¢e"?cos(z). Noting that
et? cos(W;) = f(t, W), we apply It6’s formula to get

t1 ¢
e’ cos(W;) = 1 —|—/ 568/2 cos(Ws) ds — / e*/? sin(W,) dW,
0 0
1 ft
- 5/ e*/% cos(W,) ds

0

t
:1—/emamwgdW;
0

Thus,

cos(W;) = e7t/? —I—/ 2 sin(W,) dW..
Now take 1) = (15)s>0 to be

b = —et=)25in(W,) if s < T,
> o if s >1T.

Then
cos(Wrp) = e T2 4 /OO s dWs.
0

Since B[y 12 ds] < oo for all r € [0, 00], then (fg ¥s dWs)rep0,00 18 @ martingale,
as required.

Exercise 13.3 The purpose of this exercise is to establish non-uniqueness of the
integrand 1 in the theorem of Dudley (Theorem 6.3.3 in the lecture notes). To this
end, find a predictable and bounded process ¢ with 0 < [ ¢? dt < oo P-a.s., and
such that

/ &y AW, = 0.
0
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Solution 13.3 Consider the stopping time 7 = inf{t > 1 : W, = 0}. Note
that 7 < oo P-a.s. (e.g. by the law of the iterated logarithm), and also 7 > 1 by
construction. Define

¢¢ = Lo inr)-
Then ¢ is adapted and left-continuous, and hence predictable. Clearly ¢ is also

bounded. Moreover,
/ b7 dt:/ Lj0,tn7] dt:/ dt = 7.
0 0 0

Since 1 < 7 < oo P-a.s., then we also have 0 < [;°¢7 df < co P-a.s. Next, we
compute

/ & AW, :/Tth — W, —0.
0 0
This completes the problem.

Exercise 13.4 (Computation for Black—-Scholes) The purpose of this exercise is to
perform a computation that will be needed in Chapter 7 of the lecture notes.

Let a, b, ¢, d be fixed constants with a,d > 0, and let Z be a standard normal random

variable. Compute
E[(aebZ-l-c o d)+],

where 7 = max{z,0} denotes the positive part of x € R.

22

Solution 13.4 Using that Z has density f(z) = \/%6_7, we have
00 1 22
E[(ae’?™ —d)T] = Lm(aebz+c - d)+\/%e_7 dz.

The integrand is nonzero precisely when ae®*¢ — d > 0, which is equivalent to
z > 1(log 2 — ¢). The above integral is thus

/oo (aeszrc_d) 1 efé dZ:a/oo 1 e,% 4z
%(IOg%—C) V 2 %(log%—c) \ 2

o] 1 52
— d/ e 2 dz
%(logg—c) vV 2
o] 2—b)2
:aeb2520/1 1 e’( 2 dz

00 1 52
— d/ ——e 2 dz
%(logg—c) vV 2

b2—2¢ /OO 1 _ﬁ d
=ae 2 e 2 z
%(loggbefc) 2T

d/oo L 74
— ——e 2 dz.
%(log g—c) V 21
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Letting ®(z) = P[Z < z| denote the (cumulative) distribution function of a standard
normal random variable, we thus have

29 (b*+c—logl c—logd
E bZ+c _ N+ — b Pl ——— —Pa ) _gp | —2a |
[(ae d)7] = ae 2 ( 2 ) 2
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