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Exercise 8.1 (Doob decomposition) Let (Ω, F ,F, P ) be a filtered probability space
with F = (Fk)k∈N0 . Let X = (Xk)k∈N0 be an adapted and integrable process.

(a) Prove that there exist a martingale M = (Mk)k∈N0 and an integrable and
predictable process A = (Ak)k∈N0 that are both null at zero, and such that

X = X0 + M + A.

(b) Prove that M and A are unique up to P -a.s. equality.

Solution 8.1 To simplify notation, we omit "P -a.s." from all equalities below.

(a) For each k ∈ N0, take

Mk =
k∑

j=1
(Xj − E[Xj | Fj−1]).

It is immediate that M is adapted, integrable, and null at zero. For each k ∈ N,
we have

E[Mk − Mk−1 | Fk−1] = E
[
Xk − E[Xk | Fk−1]

∣∣∣ Fk−1
]

= E[Xk | Fk−1] − E[Xk | Fk−1]
= 0.

Hence, M is a martingale. Next, for each k ∈ N0, we set

Ak = Xk − X0 − Mk = Xk − X0 −
k∑

j=1
(Xj − E[Xj | Fj−1])

=
k∑

j=1
(E[Xj | Fj−1] − Xj−1).

Then A is predictable with A0 = 0, and of course X = X0 +M +A, as required.
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(b) Suppose the processes M (1), A(1) and M (2), A(2) both satisfy the conditions of
the problem. Subtracting the equalities

X − X0 = M (1) + A(1),

X − X0 = M (2) + A(2)

gives
M (1) − M (2) = A(2) − A(1).

For notational convenience, we set Y := M (1) − M (2) = A(2) − A(1). Since
Y = A(2) − A(1), then Y is predictable, and hence for all k ∈ N,

Yk = E[Yk | Fk−1].

But since the difference of two martingales is a martingale, Y is a martingale,
and hence the above can be rewritten as

Yk = Yk−1, ∀k ∈ N.

Since Y0 = 0, this implies that Yk = 0 for all k ∈ N0, and hence

M (1) = M (2) and A(1) = A(2).

This completes the proof.

Exercise 8.2 (Geometric Brownian motion) Fix constants S0 > 0, µ ∈ R, σ > 0,
and let W = (Wt)t⩾0 be a Brownian motion. Define the process S = (St)t⩾0 by

St := S0 exp
((

µ − σ2

2

)
t + σWt

)
.

The process S = (St)t⩾0 is called a geometric Brownian motion.

Find limt→∞ St (if it exists) for all possible parameter constellations.

Hint: You can use the law of the iterated logarithm.

Solution 8.2 We can rewrite St as

St = S0 exp
((

µ − σ2

2

)
t + σ

√
2t log log t

Wt√
2t log log t

)

= S0 exp
√2t log log t

((
µ − σ2

2

)
t√

2t log log t
+ σ

Wt√
2t log log t

).

Since
lim
t→∞

√
2t log log t = ∞ and lim

t→∞

t√
2t log log t

= ∞,
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and by the law of the iterated logarithm, it follows that:

when µ > σ2

2 ,
lim
t→∞

St = ∞;

when µ < σ2

2 ,
lim
t→∞

St = 0;

when µ = σ2

2 ,
lim inf

t→∞
St = 0 and lim sup

t→∞
St = ∞,

and hence limt→∞ St does not exist.

Alternative solution: We can write

log
(

St

S0

)
=
(

µ − σ2

2

)
t + σWt.

By the law of the iterated logarithm, Wt grows slower than t as t → ∞. So for
µ > σ2

2 , log(St/S0) → ∞, hence St → ∞, and for µ < σ2

2 , log(St/S0) → −∞,
hence St → 0. For µ = σ2

2 , log(St/S0) = σWt has lim supt→∞ σWt = ∞ and
lim inft→∞ σWt = −∞, hence lim supt→∞ St = ∞ and lim inft→∞ St = 0, so that
limt→∞ St does not exist.

Exercise 8.3 (Stopping theorem) Let W be a Brownian motion. Is it true that
for all stopping times τ , E[Wτ ] = E[W0]? Why or why not?

Solution 8.3 No. Consider the stopping time

τ := inf{t ⩾ 0 : Wt = 1}.

We know from the law of the iterated logarithm that τ < ∞ a.s., and thus Wτ = 1
a.s. Hence,

E[Wτ ] = 1 ̸= 0 = E[W0].

Exercise 8.4 (Variation and quadratic variation) Let f : [0, ∞) → R be a
continuous function with finite variation. Let (πn) be a sequence of partitions of
[0, ∞) with |πn| → 0 as n → ∞. Show that for every T ∈ [0, ∞),

lim
n→∞

∑
ti∈πn

|f(ti+1 ∧ T ) − f(ti ∧ T )|2 = 0.

Solution 8.4 Fix n ∈ N. For each ti ∈ πn, we have |ti+1 ∧ T − ti ∧ T | ⩽ |πn|, and
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thus∑
ti∈πn

|f(ti+1 ∧ T ) − f(ti ∧ T )|2 ⩽ sup
x,y∈[0,T ]

|y−x|⩽|πn|

|f(y) − f(x)|
∑

ti∈πn

|f(ti+1 ∧ T ) − f(ti ∧ T )|

⩽ sup
x,y∈[0,T ]

|y−x|⩽|πn|

|f(y) − f(x)|V 1
T (f).

Since f is continuous on the compact set [0, T ], it is uniformly continuous on [0, T ],
and because also |πn| → 0 as n → ∞, we have

lim
n→∞

sup
x,y∈[0,T ]

|y−x|⩽|πn|

|f(y) − f(x)| = 0.

Since V 1
T (f) < ∞ by assumption, the conclusion follows.

Exercise 8.5 (Brownian motion) Is the sum of two Brownian motions again a
Brownian motion?

Solution 8.5 No. Let W be a Brownian motion. Then −W is also a Brownian
motion, but W − W = 0 is not a Brownian motion.

Another example is given by W + W = 2W , because the distribution of 2Wt is
normal with mean zero and variance 4t (and not variance t).
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