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1. Exercise

Consider the nonnegative function f(x) = cx−k
1x≥1 with c > 0.

(a) For what value of k is f a density function? Find the corresponding cdf and compute P(2 ≤ X ≤ 3), where
X ∼ f .

(b) Give an example of a density function f such that c
√
f cannot be a density function for any c ∈ (0,∞).

2. Exercise

Let X ∼ N (µ, σ2) for some µ ∈ R and σ ∈ (0,∞).

(a) Give the density of X and show that E[X] = µ and Var(X) = σ2.

(b) Let Φ be the cdf of Z ∼ N (0, 1). Express the following probabilities in terms of µ, σ and Φ: P(X ≤ 0),
P(|X − µ| ≤ 2σ) and P(X > 3µ).

(c) In this question, we assume that X ∼ N (µ, σ2) and Z ∼ N (0, 1) are defined on the same probability space
(Ω,A,P). Now, we toss a coin that shows heads with probability p ∈ (0, 1). We assume that the outcome
of the toss is independent of X and Z. Define the random variable

Y =

{
X if the coin shows heads,

Z if the coin shows tails.

What are the cdf and pdf of Y ? Do you know what such a distribution is called?

3. Exercise

(a) Let X ∼ U([0, 1]). Compute the cdf, the α-quantile for α ∈ (0, 1), E[Xn] and E[X1/n] for all n ≥ 1.

(b) Let X ∼ Beta(α, β) with α, β > 0. This means that X is absolutely continuous with density

f(x) =
Γ(α+ β)

Γ(α)Γ(β)
xα−1(1− x)β−1

1x∈(0,1),

where Γ(a) =
∫∞
0

ta−1e−tdt for a ∈ (0,∞) is the Gamma function. Compute E[X] and Var(X).

Hint: Note that
∫ 1

0
xα−1(1− x)β−1dx = Γ(α)Γ(β)

Γ(α+β) for any α, β > 0 and that Γ(a+ 1) = aΓ(a) for any a > 0.

(c) Let X ∼ Exp(λ) with λ ∈ (0,∞), i.e. X has density f(x) = λe−λx
1x>0. Compute the cdf, the α-quantile

for α ∈ (0, 1) and E[Xn] for all n ≥ 1.

Hint: use the normalizing constant in the density of a Gamma distribution.

(d) Let X ∼ Gamma(α, β) with α, β > 0, i.e. X has density

f(x) =
βα

Γ(α)
xα−1e−βx

1x>0.

Compute E[X] and Var(X).
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4. Exercise

This exercise is mainly on uniform distributions.

(a) Suppose X ∼ U([−π/2, π/2]). Compute E[sin(X)] and Var(sin(X)).

(b) (i) The lengths of the sides of a triangle are 2X, 3X and 4X with X ∼ U([0, α]) for some unknown
α ∈ (0,∞). Let A be the (random) area of the triangle. Find E[A] and Var(A).

Hint: You can use Heron’s formula for the area of a triangle, that is A =
√

s(s− a)(s− b)(s− c) with
s = (a+ b+ c)/2 and a, b and c are the lengths of the sides of the triangle.

(ii) For what values of α is the probability that the area is bigger than 1 at least 50%?

(c) Let X1, . . . , Xn be i.i.d. ∼ U([0, 1]). Put In = min1≤i≤n Xi and Mn = max1≤i≤n Xi. Find the cdf of In and
Mn, respectively. Can you recognize these distributions? Give E[In], Var(In), E[Mn] and Var(Mn).
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