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1. Exercise

Consider the nonnegative function f(z) = cx=*1,>; with ¢ > 0.

(a) For what value of k is f a density function? Find the corresponding cdf and compute P(2 < X < 3), where
X~ f.
(b) Give an example of a density function f such that cy/f cannot be a density function for any ¢ € (0, 0o).

Solution:

(a) fis a density if and only if z — 27%1,5; is integrable, that is floo x7Fdx < co. Tt is known that this
is the case if and only if £ > 1. In this case,

and, hence, c =k — 1 for k € (1,00). We have for all z € R that

v 0 ifz <1 0 ifz<1 1
F(z) = tydt =< ., "= T=(1- ——)1u>1.
(@) /_Oof() {fl bLdt ifz>1 {1—xk+1 ifz>1 ( mkﬂ) =1

Now, by continuity, P(X < 2) = P(X < 2) and, hence,

PR<X<3)=P(X <3)-P(X <2)=F@3)-F(2)= 2;3_1 - 3k1—1'

(b) Take k = 2. Then f(z) = 27 21,>1 is a density function but x — cz~1,>1 is not for any ¢ € (0,0).

2. Exercise

Let X ~ N (u,0?) for some p € R and o € (0, 00).

(a) Give the density of X and show that E[X] = p and Var(X) = o2.

(b) Let ® be the cdf of Z ~ A(0,1). Express the following probabilities in terms of u, o and ®: P(X < 0),
P(|X — pu| < 20) and P(X > 3p).

¢) In this question, we assume that X ~ N (u,0?) and Z ~ N(0,1) are defined on the same probability space
I
(Q, A,P). Now, we toss a coin that shows heads with probability p € (0,1). We assume that the outcome
of the toss is independent of X and Z. Define the random variable

v — X if the coin shows heads,
| Z if the coin shows tails.

What are the cdf and pdf of Y? Do you know what such a distribution is called?

Solution:

(a) We know that X ~ N(u,0?) if and only if X = p+ 0Z with Z ~ N(0,1). Then, X = g(Z) with
g(z) = u+ oz, z € R. Since g is bijective from R onto R and g € C*(R) with ¢/(z) = ¢ > 0 for all
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z € R, it follows that

fx(@) = f2lo™ @) = g2 (T,

where fz(2) \/%6_'22/2 is the density of Z. Thus,

1 (x—p)?
fX(x) = e~ 20,2

oV 2T

To show that E[X] = p and Var(X) = 02, we can use X = pu+0Z, which implies E[X] = u+0E[Z] = 1
since E[Z] = 0. The latter holds because in

E[Z] = \/%/Rzeffmdz

—2%/2

we are integrating the odd function ze over the symmetric domain R. Also, Var(X) = Var(u +

0Z) = o*Var(Z) and

1 2 1 2 /0| > 2
Vi Z:IEZQZ—/ 2,-2%/2g, - _~_(_ —z/Q‘ / -22/24,) =1
ar(2) (Z7] W Rze z W ze _Oo—l- 7006 z

(b) We have
P(X < 0) = P+ 07 < 0) = P(Z < — /o) = B(—pu/o) = 1 — b(ss/o)

and

P(X —pl <20) =P(2]| <2) = P(-2< Z <2) = P(Z < 2) - P(Z < ~2)
= B(2) — B(—2) = B(2) — (1 - B(2)) = 26(2) — 1

~

and
P(X >3u)=P(X —pu>2u)=P(Z >2uj/c)=1-P(Z <2u/o)=1—-2(2u/0).

(¢) For any y € R, we have

, coin shows H) + P(Y <y, coin shows T')
, coin shows H) + P(Z <y, coin shows T')
)p+P(Z <y)(1-p)
(y) + (1= p)2(y)

i

where we used that Fx(y) =P(u+0Z <y) =P(Z < (y — p)/o). Hence, the density of YV is

1 (y—mn
Frw) =p-o(PF) + (1= potw),
o o
where ¢(z) = \/%e_zz/{ z € R. We can view this as a mixture density with two components and

mixing probability p.

3. Exercise

(a) Let X ~U([0,1]). Compute the cdf, the a-quantile for a € (0,1), E[X™] and E[X'/"] for all n > 1.
(b) Let X ~ Beta(a, 8) with «, 8 > 0. This means that X is absolutely continuous with density

_ F(a_’_ﬁ) a—1 —1
f(x) = Wl’ (1—2)" Mae,1),
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where I'(a) = [;* t* e~ dt for a € (0,00) is the Gamma function. Compute E[X] and Var(X).

Hint: Note that fol 2o N1 — )P lde = FIE?[QE_%) for any «, 8 > 0 and that I'(a + 1) = aI'(a) for any a > 0.

(c) Let X ~ Exp()\) with A\ € (0,00), i.e. X has density f(z) = Ae **1,59. Compute the cdf, the a-quantile
for o € (0,1) and E[X"] for all n > 1.
Hint: use the normalizing constant in the density of a Gamma distribution.

(d) Let X ~ Gamma(a, 8) with a, 8 > 0, i.e. X has density

@) = g™ e Lo

Compute E[X] and Var(X).

Solution:

(a) X admits the density fx(x) = 1jo,1)(z) and, hence, the cdf is

- 0 ifx<O,
Fx(x) = / Tp(z)de =<z f0<z<1,
- 1 ifz>1.

For a € (0,1), we need to solve Fx(x) = . This gives that x, = « is the a-quantile. Lastly,

! 1
E[X"] = / z"dr = )

1
E[X1/7] :/ 2"y = .
0 n+ 1

(b) Using the hint, we compute

_ L@+ B) 0y sy TlatB) Tlat DI
BT = /0 I(a)L'(B) (1-a)™ de = L(a)T(B) T(a+ 1+ B)
~ T(a+p) al' (@) _ o

Lla) (a+B)T(a+p) a+p8

To compute Var(X), we shall first compute E[X?].

o [} F(a+6)xa 11— Y1y — [(a+B) T'(a+2)L'(B)
EX] _/0 [(a)T(B) T2 e = L(a)T(B) T(a+2+ B)
_ o+ B) (a4 1)al'(a) B ala+1)

Tla) (a+B+1)(a+B)T(a+p) (a+p)(a+p+1)

Thus,
_mIx? _ 2 _ ala+1) a2« <a+1 B a)
VarlX) = B = B = Bt 5D @ B2 atB\athil atp
a (a+)(a+p)—ala+B+1) af
Ca+f (et Pa+p+l) (et PP(at+B+D)
(c) We have
_ ! _ ‘ — At . 0 iffL‘<0,
F(x)—[mf(t)dt—[mAe 1t>0dt{f0x)\e_/\tdt:1—e_”\$ it 2>0

= (1 —e )10
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Thus, for x > 0,
log(1 — «)
A )

Az

Flz)=a <= e =1l-a < z=—

so the a-quantile is 2, = A~ log((1 — a)~1). Further,

*° _ C(n+1) [~ Anfl o n!
EIX"™ = ny )\md = n+1—1 )\rd -
[X"] /0 x" e x CES /0 Tt 1) x e T =

density of ~T'(n+1,X)

In particular, E[X] = 1/\ and Var(X) = 1/)2.

(d) We have ] . .
_ P at1-1,—pz, _ B Tla+l) «
E[X] () /0 ‘ € de I'(a) pot! 3
and E[XQ] _ Johe /OO pot2=1 =Bz g, _ B* T(a+2) _ ala+1)
I(a) Jo [(a) pot2 32
and, hence,

ala+1) o® «

4. Exercise

This exercise is mainly on uniform distributions.

(a) Suppose X ~U([—7/2,7/2]). Compute E[sin(X)] and Var(sin(X)).
(b) (i) The lengths of the sides of a triangle are 2X, 3X and 4X with X ~ U([0,«]) for some unknown
a € (0,00). Let A be the (random) area of the triangle. Find E[A] and Var(A).

Hint: You can use Heron’s formula for the area of a triangle, that is A = \/s(s — a)(s — b)(s — ¢) with
s=(a+b+c)/2 and a, b and c are the lengths of the sides of the triangle.

(ii) For what values of « is the probability that the area is bigger than 1 at least 50%?

(c) Let Xq,...,X, beiid. ~U([0,1]). Put I,, = minj<;<, X; and M,, = max;<;<, X;. Find the cdf of I,, and
M,,, respectively. Can you recognize these distributions? Give E[I,,], Var(I,,), E[M,] and Var(M,).

Solution:
(a) We have
/2 1
E[sin(X)] = / —sin(z)dx =0
—r/2 T
because sin(x) is an odd function. Further,
1 71'/2
Var(sin(X)) = E[sin(X)?] — E[sin(X)]? = 7/ sin(z)?dzx.
T J—x/2

Recall that cos(2z) = cos(z)? — sin(z)? = 1 — 2sin(z)?. Thus, sin(z)? = (1 — cos(2z))/2 and, hence,

1 1 [7/? 1 11
Var(sin(X)) = © (g -3 / . cos(2x)dx) = 5 — 1 sin(20)
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(b) (i) We have s = 9X/2 and

A= f)X (% 72X) (% 73X) (% 74X> 3VI5 o

2 2 2 2 4
Thus,
3v151 [« 15
E[A] = 77/ ridr = \/;az
4 a 4
and )
3v15\ 1 [¢ 27
E[A?] = | —— —/ ridr = =at.
4 a Jo 16
Hence,

2
27 V15 27 15 3
A ot 2 ot - 20t = 204
Var(4) = g ( 1 O‘) 6% " 16% T 1“

ii) We compute
(i)

P(A>1) = (3\/>X2>1>:P(XQEJE)zl—P<X§1/3\jﬁ>

4
(i)

Thus, P(A > 1) > 1/2 if and only if Fx ( ﬁ) < 1/2. On the other hand,
s q 0 ifz<0,
Fx(m) = / a]].[o’a](it)dl‘ = % if0<z<a,
- 1 ifz>a.

Hence, Fx(z) <1/2iff x/a < 1/2 iff & > 22. We conclude that o must be >

4 ~1.173.
V15

(¢) We compute
P(I, <z)=1-P(I, > z) =1 —P(minj<j<, X; > )

=1-P(X; >x,...,X, > 1) ‘“de"endencel—HP X, > 1)

i=1
=1- P(Xl > .13)”
since X1,..., X, all have the same distribution. Thus,
0 if z <0,
P(I,<z)=1-(1-Fx,(x))"=<1—-(1—-2)" if0<z<l,
1 ifx >1.
Similarly,
n 0 if x < 0,
P(M, <z)=][[P(X; <2)=Fx,(2)" =S 2" if0<a<1,
i=1 1 ifz>1.

It follows that I,, admits the density @ — n(1—2)""'1 (g 1)(x) and M, the density z — mc”_ll(o ().
Hence, I, ~ Beta(1l,n) and M,, ~ Beta(n,1). Using question 3(b), we find E[I,] = Var(I,) =

n+1’
ey and E[Mo] = Sy, Var(Ma) = Gyt
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