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1. Exercise

Let Xi,...,X, be iid. ~ N(0,0?) with ¢ € © = (0,00). We are interested in estimating the variance o2.

Here, n > 2.

(a) Show that the estimator

~2
g, =

n
2 X7
i=1

. . . ~ a.s.
is an unbiased estimator of o2 such that 2 =% 02 as n — oo.

(b) Let X ~ N(u,0?) for p € R, o € (0,00). Show that E[(X — u)*] = 30* and deduce the expression of
Var((X — 1)?).

(c) Compute the mean square error of 52.

SRS

(d) Consider now the usual empirical estimator

Admitting that
1 Zn S .9 2(n—-1) 4,
aro (n £ 1( C TL) ) = Ta

if Xq,..., X, are i.i.d. ~ N(u,0?), compute MSE, (52).
(e) How do you explain that MSE, (S52) > MSE,(52)?

Solution:

(a) Note that E,(62) = 2nEq[X?] = Var,(X1) + E,[X1]? = 6. Since E;[X}] < oo, it follows from the
strong law of large numbers that 52 23 E,[X?] = 02 (note that we used the fact the X7,..., X? are
ii.d. random variables).

(b) Note that E[(X£)"] = E[Z4) with Z = X=£ ~ N/(0,1). Thus,

EKX;N>4

=E[Z"] = [m 7* \/1276_22/26&’

= —zgie_zzm‘oo + 3/OQ zQLe_Zz/de
\/ﬂ —00 o 2T

= 3E[Z?] = 3Var(Z) = 3.

It follows that E[(X — u)*] = 30. Thus,

Var((X — p)?) = E[(X — )"] ~ E[(X — p)*2 = 30" — o = 20"

(C) We calculate
MSE (5’2) = bias2 (5’2) + Var ((}2) = Var *1 En X2 = *1 \/&Y(X2) = 72 :
o\Yn o\Yn o\“n P 7 n 1 .
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(d) Put 62 =1%" (X; — X,,)% Then, S? = -2-52 and, hence,

n—1
2
n A
2Varg(ofl).

MSE, (5%) = biasi(SfL) + Var,(S?) = biasi(Si) + ﬁ
n_

Thus,
2
2\ _ 1o 2(Q2 n 2n—1) 4 . 900 2 4
MSE, (S;) = bias_.(S;) + IR o” = bias; (S;) + = 1)0 .
Furthermore,
1 & )
E,[S?] = E, X; — X,)?
7] = e | 0% - Xo)
1 [ n n B B
= o X1 - 2 2 X’L - - Xn - Xn 2
— ;( 1m)? + ;( ) (= Xn) +n(p — X)
1 & .
= — B, > (X —p)? —n(u—Xn)Q]
Li=1
1 - ) _
=7 <; Eo[(X; —p)°] — nVarU(Xn)>
1
= — (nEo[(X1 — p)?] — Var,(X1)) = Var,(X1) = 0>
This means that bias?(S2) = 0. Thus, MSE,(S2) = -2;0%.
(e) For afixed n > 2, MSE,(62) < MSE,(S?) since 2+ < —L-. This is to be expected because the estimator
72 uses the additional information that the variables X, ..., X, have expectation zero, while in 52

we “ignore” it and estimate it using X,,.

2. Exercise

(a) Let Xq,...,X, beiid. ~U([0,0]) with § € © = (0, 00). We consider the following estimators of 6.

(1) Tl(Xh LR Xn) = 2Xn

(i) To(X1,...,Xn) = maxi<i<n X;.
(il) T5(X1,...,Xn) = 2 maxi<i<, X;.
Compute the mean square error of each of the estimators and indicate whether they are unbiased or not.
Hint: Revisit exercises 3b) and 4c) from sheet number 5.

(b) Which estimator would you use?

Solution:

(a) (i) We have Ey(2X,,) = 2E¢(X1) = 6. This means that Ty (Xy, ..., X,,) is unbiased. Further,

92

- 4
MSEy(T1) = Varg(T1) = Varg(2X,,) = ﬁVarg(Xl) =35
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(i) We know from sheet number 5 that max;<;<, %+ ~ Beta(n, 1) since Z* ~ /([0,1]). Therefore,
Xi n
Eo(Th) = Eo {m e] b=
_ Xi\ g2 _ n 2
Varg(TQ) = Varg (11211_32(’” 0> 0 = ma .
Thus, biasg(T») = Tl —0= —niﬂ # 0, so Ty is biased, and
62 ng? 62 n 202
MSEy(13) = + = + — )
) = e P D) (a1 < n—|—2> (n+1)(n+2)
(iii) We have Eg(T3) = “HEy(T3) = 6, so T is unbiased. Further,
(n+1)2 62
MSEy(T3) = )= T ey =
SEy(T5) = Varg(T3) 3 Varg(T5) o P
(b) We have
MSE(T1) > MSEy(Ts) > MSEq(T3)
for all 8 € ©, n > 1. The first inequality is clear; the second one is
MSE(T)MSE(T)( 2 S )92
L2 A (n+1)(n+2) n(n+2)
(2 1\ & (n-16*
S \n+1 n)n+2 nam+1)n+2) "
In conclusion, we would use the estimator T5.
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