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Solution 5.1

(a) Foralle >0, 7 = (i, , i, %) is not reversible. It suffices to note that
1 1
TcPed = 6 7é E = TdPdc-

) is reversible if and only if € = 0. For € > 0, we note that
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For € = 0, we note that m,p.p = Tppra = % and TePed = TaPde = %

(c) ™= (%, %, 1, 2) is stationary if and only if e = 0. For £ = 0, it follows directly from (e) since

reversible implies stationary. For € > 0,

1 1
e = Z 7é Z - = TyPbe + TePec + TdPdc-

<
8

(d) © = (%,1, 1 2) is stationary for all ¢ > 0. To this end, it suffices to check that 7 is a left
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eigenvector associated to the eigenvalue 1 for the matrix
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Solution 5.2

(a) Yes, it is possible. For example, consider the Markov chain with state space {a,b, ¢, d} and
transition probability given by

2 1
Pab = 15 DPbe = 17 Pecd = 17 Pdd = gv andpda = g
It follows that

-1
Eo[H,) =1, E,[H.] = 2, Eq[Hy] = 3, and E[H,] = 3 + <1> ,

and so

1
2 B,

z€{a,b,c,d}

(b) No, it is not possible. If P is transient or null recurrent, then for all y € S, E,[H,] = +o0,
and so the sum is equal to 0. If P is positive recurrent, then by the theorem in Section 3.3,
there exists a unique stationary distribution, given by

for all y € S, and so the sum is equal to 1.
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(¢) Since S is finite, there exists a recurrent state by the proposition in Section 2.13. By
irreducibility, P is recurrent, and so it is positive recurrent by the proposition in Section 2.12.
By the theorem in Section 3.3, there exists a unique stationary distribution.

(d) First, we note that the transition probability P = (pyy )z yes is given by
Pay = Po[ X1 =y] =P[X5 =y|Xo =2] =P[X; =y] > 0.

Hence, the Markov chain is irreducible. To see that it is positive recurrent, we compute

EAHA:EmﬂXw:ﬂ:EZhPMb:LX1#x,”Xhl¢LXg:ﬂXo:ﬂ
k=1

:ik-P[Xo#m]k_l~P[X0=x]:7<oo
k=1

Solution 5.3
First, if 7 is reversible, then it follows directly from Proposition 3.1 that it is stationary.
Second, we assume that 7 is stationary and aim to prove that it is reversible. In the case
p = q =1, every distribution 7 is trivially reversible and stationary. In the case p # 1 or ¢ # 1, we
deduce from 7P = 7 that
7T1(1 7}7) = 71'2(1 — q)

Plugging in mo = 1 — w1, we get

1—gq
2—p—q

(7T1,7T2)=< — — >,

2—p—q'2—-p—q

l—gq=mQ2-p—q) = m=

Hence,

which is reversible since mp12 = Topo1.

Solution 5.4

(a) For simplicity of notation, we set po1 := pn,1 and pyi1.n = p1,n. For every i € {1,...,N},
1 1 1
=y =ay Tt (1- a)ﬁ = Ti—1Pi—1,i T Tit1Di+1i

and so the distribution 7 is stationary.

Clearly, the biased random walk on {1,..., N} is irreducible. By the theorem in Section 3.3,
the stationary distribution is unique if it exists (i.e. if P is positive recurrent). Hence, 7 is
the unique stationary distribution.

(b) Since any reversible distribution is stationary, it suffices to check if 7 (which is the the unique

stationary distribution as shown in part (a)) is reversible. For i € {1,..., N}, we have
1 1
TiDiitl = 5 = N(l — Q) = Tit1Pit1,i

if and only if a = % Hence, 7 is reversible if and only if o = %
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Solution 5.5
(a) Note that for every z € S, we have

mey*é“i’ 17 meyfl

yeSs yeS
Since pgy > 0 for every x,y € S, we conclude that P is a transition probability.

(b) Let z,y € S be different states. Since P is irreducible, we know that there exists x =

20, L1, ..., Ty = Y With py,,., > 0 and such that all the z;’s are different. This implies that
“inﬁ 2 Prozy * Pry_ran = (1= 0)"Pagzy * Pay_rz, > 0,

ie., P is irreducible. Since Pz > 0 > 0, we conclude that Pis aperiodic.

(c) Since P is irreducible and positive recurrent, there exists a unique stationary distribution 7

for P. We show that 7 is also a stationary distribution for 157 which implies that Pis positive
recurrent. Indeed, for every z € S,

Z pygc =" Z 1.— =y + 1 - 5) Z 7T(y)pym = 71'(1'),
yeS yeSs yes
=) =r(a)

where we have used the stationarity of = for P.

Solution 5.6

(a) We check that the two properties in the definition of transition probability are satisfied. For
every z,y € S, the definition directly implies pg,, > 0. For every x € S with w(z) = 0,

D by =) ey =1,
yeS yeS
and for every x € S with 7(z) > 0,
. Y)Pya x
Sty = Y T = T =1
yeS yEeS

by stationarity of .
(b) Let f,g € L*°(S).

(Pf.g)x =Y (PH)g(a) (@) = Y () pay f(y) 9(x)

zeS z,yEeS
= > 7@ by W) (@) =Y fW) (Pg)y) 7(y) = (f, Pg)x
T,yeS yeSs

In the third equality, we have used that the definition of P implies T(Z)pyy = T(y)Pys for
all z,y € S. If m(y) > 0, this is clear. If 7(y) = 0, we must have w(z) = 0 or pyy = 0 by
stationarity of 7.

(c) If m is reversible, then 7(y)pyr = 7(2)psy = 7(Y)Pye, and so the same calculation as in part
(b) shows that (Pf,g)x = {f, Pg)r, i.e. P is self-adjoint.

Fix arbitrary =,y € S and set f :=d, and g :=d,. If P is self-adjoint, then
W(y)pym = <Pf» g>7r = <f7 Pg>7T = W(ﬂf)nya

and so p is reversible.
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