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Exercise sheet 10

Through this exercise sheet, we let E = Rd, J an interval on R, and denote SigJ : C1
0(J, E) →

T(E) the signature map such that for all X ∈ C1
0(J, E).

Exercise 10.1 (Signatures and reservoirs computing)

(a) Let X ∈ C1
0([0, T ],Rn) satisfying the dynamic:

dXt =
m∑

k=1
Vk(Xt)dW k

t , Xt ∈ Rn, Wt ∈ Rm, V k : Rn → Rn, (1)

where (Wt)∞
t=0 is a Brownian motion. Prove that

Xt =
∞∑

d=0

n∑
i1,··· ,id=1

( ∫
0≤t1≤···≤td≤t

dW i1
t1

· · · dW id
td

)
V id · · · V i1(X0) · X0. (2)

where
V f(x) = df(x) · V (x).

(b) Rewrite (2) with signature in the form of the following:

Xt = ⟨R, Sig[0,t](W )⟩X0, (3)

and express the readout R with (V k)m
k=1 (notice that R depends on X0).

(c) Relate (3) with reservoirs computing.

Exercise 10.2 (Randomized signature)

(a) Let X ∈ C1
0([0, T ], E) and define πn : T(E) → T(n)(E) the projection such that for all

x ∈ T(E)
πn

(
(xk)k≥0

)
= (xk)k≤n (4)

then St = Sig(n)
[0,t](X) satisfies for all t ∈ [0, T ] that

dSt = πn(St ⊗ dXt), S0 = (1, 0, · · · ). (5)

From this subproblem we can actually see signature as a solution of ODE which closely relates
to the definition of randomized signature.
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