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Exercise sheet 9

Through this exercise sheet, we let E = Rd, J an interval on R, and denote SigJ : C1
0(J, E) →

T(E) the signature map such that for all X ∈ C1
0(J, E) and we let Sig(M)

J denote the truncated
signature map up to order M : Sig(M)

J (X) = (1, s1, · · · , sM ) ∈ T(M)(E). Let X ∈ C1
0([0, s], E) and

Y ∈ C1
0([s, t], E). The concatenated path X ⋆ Y ∈ C1

0([0, t], E) is defined by

(X ⋆ Y )u =
{

Xu u ∈ [0, s]
Yu + (Xs − Ys) u ∈ [s, t]

(1)

Exercise 9.1 (Basic properties of signatures)

(a) (Invariant under reparametrizatio) Let X ∈ C1
0([S1, T1], E) and τ : [S2, T2] → [S1, T1] a non-

decreasing surjective reparametrization. Then

Sig[S2,T2](Xτ(·)) = Sig[S1,T1](X). (2)

(b) Prove that neither is Sig[0,1] surjective nor the range of which a linear subspace of T(E).

(c) Prove that signature of the augmented paths i.e. X̄t = (t, Xt) is unique.

(d) Prove that signature satisfies the following equation

dSig(M)
[0,t] (X) = Sig(M)

[0,t] (X) ⊗ dXt (3)

Exercise 9.2 (Chen’s identity)

(a) Prove the Chen’s identity:

Sig[r,t](X ⋆ Y ) = Sig[r,s](X) ⊗ Sig[s,t](Y ). (4)

(b) Prove the Chen’s identity for truncated signature:

Sig(M)
[r,t] (X ⋆ Y ) = Sig(M)

[r,s](X) ⊗ Sig(M)
[s,t] (Y ). (5)

(c) Let X be linear on [n, n + 1] and let Xn+1 − Xn = xn for n ∈ N, use Chen’s identity to prove
that

Sig[0,N ](X) =
⊗
n≤N

(1, xn,
x⊗2

n

2! , · · · ). (6)
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