ETH Ziirich, FS 2023
Prof. Josef Teichmann Coordinator: Songyan Hou

Mathematics for New Technologies in Finance

Solution sheet 3

Through this exercise sheet, we let E = R?, J an interval on R, and denote Sig: C}(J, F) —
T(E) the signature map for all X € C}(J, E) and we let SigSM) denote the truncated signature
map up to order M: SigSM)(X) = (1,81, ,sn) € TM(E).

Exercise 3.1 (Controlled ODEs) Consider the controlled ODE: Xy =z € R

dx? =vOo(t,x0at, telo,T). (1)
(a) Let
0X58.
ay ang ( )
Prove that ;
d ov
gat:—%(t,Xffat, G/T::l, (3)

and relate a; with J; 7 in the lecture notebook.

(b) Prove that
d ox? oV

l = a——(t. X? 4

dt( 90 at) a 89(’ t)v ()
and . 0 ) .
0X. 0xX5% oV

0 = - ax? 90 (8, X7)dt. (5)

(c) Is every feedforward neural network a discretization of controlled ODE?

Solution 3.1

(a) We know
" = D CRNG) CNND €N
= = .
ox? 8Xf+m axy? (©)
= Q4 At- aXf+At
X7
Also we know
t+At
X)ine =X+ / VO(XE, s)ds (7)
¢
Taking partial derivative on both side we have
aXf+At At
=1 2, V(X? s)d 8
S| (X2, 5)ds 0
Plug this into @ we have
_ t+At
2t Gerat _ / 9,V(X?, 5)ds. 9)
A4+ At t
Let At — 0 we obtain o0
d Vv
T = 7%@,){,‘?) -y (10)
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(b)
d ox¢? d ox! da; OX?
a0 W=7 )t ()
0 ov? ox?
= %Ve(Xte,t)atiﬁ(lzXf)at( aet) <11)
ov?e
= atm(t,Xf)
(¢) Yes

Exercise 3.2 (Linear controlled ODE) Let £ = R W = R™. Let X € C}([0,7], E) and let
B: E — L(WW) be a bounded linear map. Consider

4, = B(dX,)(Y:) (12)
If we denote B¥ = B(ex), k= 1,--- ,d then

d
dy, =Y B*(W)dXx}. (13)
k=1
Prove that -
Y, = (Z B®k) (Sig[w] (X))YO- (14)
k=0

This implies that the solution of controlled SDE could be written as a linear function on signature

stream of driving path. This implies that signature stream is a promising feature for controlled
ODE.

Solution 3.2 It follows from Picard’s iteration that

dXy, ®~-~®dth>Y0

k=1 t1 < <tr€[0,t]
N 4 (15)
=(1+> > Bi’“---B“/ dX;*---dX* |Y,.
N t1 <<t €[0,t] )
Let the variation of X € Cj([0,7], E) denoted by || X|[jo,7), then
101
dX;, ® - ®dX < (16
H /t1<~--<tk€[0,t] h b E®k k! )
Therefore, Y;* converges to Y; as n — oo i.e.
\ 1B 5, ccomn 1 X Worr 1B g, cony 1 X 7
k>n
and
Y, = I+ZB®’“/ dXy, ® - ®dX,, |Yo. (18)
k=1 t1<--- <t €[0,t]
In the language of signature, we have that
Y, = (Z B®k) (Sig[oyt] (X))YO. (19)
k=0

This implies that the solution of controlled SDE could be written as a linear function on signature
stream of driving path. This implies that signature stream is a promising feature for controlled
ODE.
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