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Through this exercise sheet, we let E = R?, J an interval on R, and denote Sig: C}(J, F) —

T(E) the signature map such that for all X € Ci(J, E) and we let Sig(JM) denote the truncated

signature map up to order M: SigE,M)(X) = (1,81, - ,sp) € TM(E). Let X € C}([0, 5], E) and

Y € C}([s,t], E). The concatenated path X Y € C}([0,t], E) is defined by

Xu u € [0, 9]

Yo+ (Xs—Ys) we st )

(X*Y), = {

Exercise 9.1 (Basic properties of signatures)

(a) (Invariant under reparametrization) Let X € C§([S1,Ti], E) and 7: [Sa,To] — [S1,T1] a
non-decreasing surjective reparametrization. Then

Sig(g, 1,)(Xr(.)) = Sigg, 7, (X). (2)
(b) Prove that neither is Sigj ;; surjective nor the range of which a linear subspace of T(E).
(c) Prove that signature of the augmented paths i.e. X; = (, X;) is unique.
(d) Prove that signature satisfies the following equation

dSig (X) = Sigyy 4(X) @ dX, 3)

Solution 9.1
(a) Because line integral is invariant under reparametrization and the definition of

(b) Because
Sigg,1)(X)1,2 + Sigjo,1)(X)2,1 = Sigjg17(X)1 - Sigjg 17(X)2. (4)

(c) Because signature is unique under tree like equivalent, so with one augmented coordinate as
strictly increasing, the only tree like equivalent path is the augmented path it self .

(d)

(5)
— Sig[O,tl](X) ® dth

Exercise 9.2 (Chen’s identity)

(a) Prove the Chen’s identity:

Sigy,. (X x V) = Sigy, ,(X) ® Sig, 4(V). (6)
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(b) Prove the Chen’s identity for truncated signature:

(M)
[r:t]

(X »Y) = Sig™)(X) @ Sig™) (v). (7)

Sig [rs] [s,1]

(c) Let X be linear on [n,n + 1] and let X, 41 — X,, = x,, for n € N, use Chen’s identity to prove
that

Sigo,n)(X) = @) (1,30, =) (8)

Solution 9.2

(a) By the uniqueness of the solution of linear ode. we only need to check that Sigy, 4(X) ®
Sigy, 4 (Y) follows the dynamic. On [0, s] it is obvious and on u € [s, ]

which completes the proof.

(b) Similarly we prove by

dSig(y}] (X) = Siglyy) (X) @ dX, (10)

(c) Since on each linear segment we have

. x5?
Sig(p me)(X) = (1,%n, =), (11)
Then by the Chen’s theorem we have
. x5”
Slg[O,N](X) = ®(1’Xnv 21’ ) (12)
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