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Intuitively speaking , the goal is to see how the knowledge of information (i. e a o-field)

modifies probability measures .

Here we shall define the conditional expectation of random variables

given a o-field.

1) The discute setting

We first condition with respect to an event.

Let (M
,
t
,
5) be a probability space

and BEt with $(BK0 . We can define $) . (B) the so-called

conditional probability given B by B(A(B)= BARB) for every AE e

Similarly, for X, we defre IXIB)= IS

erpretation : it is the average volue of X when B occus

The notation (IXIB] comes from the following fact :
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with p(y) = Gig Smmh() Sexy kiysd is sylgkoS
o otherwise

Thes #[h(X) 1X] = 4(Y).
We interpret this result by miting

#Ch(X)1Y)= Sm U (2) 2(ydes

where (y , de= 18(x, *8y1830 de = Excycalysde.
The

measure

Syly)
vcy , dec) is

called conditional distribution
given Y = y and Sxcykely) is the

conditional demity function of X given yay. Notice that this function is

desired only up to a zero-measur
set

.
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