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: 1) Estimation
2) Confidence intervals

Until now
,
we have studied i . i . d .

random variables with known distributions
.
In statistical theory

the situation is different : me observe a sequence of values which we assure to be the realization

of on i. i . d . sequence of rv (called a emple) but with rknown low. Uning the sample, we would
like to estimate the unknown low

,
or decide to accept or reject a hypothesis that concerns it.

1) Estimation

In proctice , it often happens that the uknown law belongs to acertain family of probability
massues depending on a parameter &

For example, a company would like
to commercialize a new product

,
and we would

like to estimate the proportionocto, 13 of the population susceptible of buying the product.

Definition statistical model is a space
h equipped with a o-field F and a family of probability

measures (Poloto. We say
that⑪ is the space of perameters.

Exemples : · Q = 50
, 13 and Po is the law of Berlos

· Q = 10
,
02 and Po is the le of Explo)

· Q = RX &+ and Pimous is the low of NCM ,
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