
D-MATH Algebra II FS 2024
Prof. Dr. Özlem Imamoglu

Solutions Exercise sheet 11

1. The Sylvester matrix of two polynomials fpXq :“
řm

i“0 aiX
i and gpXq :“

řn
j“0 ajX

j over
a ring R is given by the pm ` nq ˆ pm ` nq matrix

Sylvf,g :“

¨

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˝

am . . . . . . . . . a1 a0 0 . . . 0

0 am . . . . . . . . . a1 a0
. . . ...

... . . . . . . . . . . . . 0
0 . . . 0 am . . . . . . . . . a1 a0
bn . . . . . . b1 b0 0 . . . . . . 0

0 bn . . . . . . b1 b0
. . . ...

... . . . . . . . . . . . . . . . 0

... . . . . . . . . . . . . 0
0 . . . . . . 0 bn . . . . . . b1 b0

˛

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‚

.

The determinant of the Sylvester matrix is called the resultant of f and g and is denoted by
Resf,g P R.

(a) Compute the resultant of the polynomials X3 ´ X ` 1 and X2 ` X ` 3.

(b) For two arbitrary polynomials f, g over a ring R prove that

Resg,f “ p´1q
mnResf,g

(c) For K a field, let f, g P KrXs be two polynomials. Prove: the resultant of f and g is
equal to zero if and only if the two polynomials have a common root.

(d) For polynomials fpXq “ am
śm

i“1pX ´ αiq and gpXq “ bn
śn

j“1pX ´ βjq prove:

Resf,g “ anm ¨ bmn ¨

m
ź

i“1

n
ź

j“1

pαi ´ βjq.

(e) Let fpXq “ a0 ` a1X ` ¨ ¨ ¨ ` am´1X
m´1 ` Xm be a polynomial over a ring R. Let

∆pfq denote its discriminant (see exercise sheet 10). Show that

∆pfq “ p´1q
mpm´1q

2 Resf,f 1 ,

where f 1 denotes the derivative of f .

(f) Determine a general formula for the discriminant of an arbitrary polynomial of degree
2, 3 and 4.

Solution:
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(a) By definition of the resultant, we get

ResX3´X`1,X2`X`3 “ det

¨

˚

˚

˚

˚

˝

1 0 ´1 1 0
0 1 0 ´1 1
1 1 3 0 0
0 1 1 3 0
0 0 1 1 3

˛

‹

‹

‹

‹

‚

“ 55.

(b) Let f, g be arbitrary polynomials over a ring R. Then we obtain Sylvg,f from Sylvf,g
by swapping two rows m ¨ n times. Every time we swap two rows, the determinant of
Sylvf,g changes sign, so we obtain

detpSylvg,f q “ p´1q
mn detpSylvf,gq.

(c) Write fpXq “
řm aiX

i, g “
řn bjX

j and denote by Sylvf,g the Sylvester matrix. For
i ą m and i ă 0 set ai :“ 0 and for j ą n and j ă 0 set bj :“ 0.
Then Resf,g “ 0 if and only if the rows of Sylvg,f are linearly dependent. This is equi-
valent to the following: there exist an element pc1, . . . , cn, d1, . . . , dmq P Km`nzt0u

such that for every 1 ď j ď m ` n we have

n
ÿ

i“1

ciam`j´i “

m
ÿ

i“1

dibn`i´j.

This is equivalent to

m`n
ÿ

j“1

˜

n
ÿ

i“1

ciam`j´i

¸

Xm`n´j
“

m`n
ÿ

j“1

˜

m
ÿ

i“1

dibn`i´j

¸

Xm`n´j. (1)

Writing m ´ j ` i “ k, we can rewrite the left hand side of (1) as

ÿ

i,k

ciakX
k`n´i

“

˜

n
ÿ

i“1

ciX
n´i

¸

¨

˜

ÿ

k

akX
k

¸

“: u ¨ f.

Similarly, writing n ` i ´ j “ k, the right hand side of (1) is equal to

ÿ

i,k

dibkX
k`m´i

“

˜

m
ÿ

i“1

diX
m´i

¸

¨

˜

ÿ

k

bkX
k

¸

“: v ¨ g.

Hence (1) holds if and only if there exist u, v P KrXs not both zero, with degpuq ă

n, degpvq ă m and
u ¨ f “ v ¨ g. (2)

Then degpuq “ degpvq`degpgq´degpfq ă m`n´n “ m, and similarly degpvq ă n.
Thus, comparing the degrees of the polynomials in equation (2) we obtain that this is
equivalent to f and g having a common root.

(d) Write fpXq “
řm aiX

i, g “
řn bjX

j . Then we can express detpSylvf,gq in terms of
am, bn, tαiui, tβjuj . The polynomials f and g have a common zero if and only if there
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exist i, j with αi “ βj , i.e. αi ´ βj “ 0. Since Resf,g “ 0 if and only if αi ´ βj “ 0 by
part (c), we have that αi ´ βj divides Resf,g for all 1 ď i ď m, 1 ď j ď n.
By looking at the definition of the Sylvester matrix for f and g, we see that am divides
the first n rows, and bn divides the rows n`1 to n`m. Thus anm¨bmn ¨

śm
i“1

śn
j“1pαi´βjq

divides Resf,g.
Now, note that

detpSylvf,gq “ anm¨bmn

¨

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˝

1 . . . . . . . . . . . .
śm

i“1 αi 0 . . . 0

0 1 . . . . . . . . . . . .
śm

i“1 αi
. . . ...

... . . . . . . . . . 0
0 . . . 0 1 . . . . . . . . .

śm
i“1 αi

1 . . . . . . . . .
śn

j“1 βj 0 . . . . . . 0

0 1 . . . . . . . . .
śn

j“1 βj
. . . ...

... . . . . . . . . . . . . 0

... . . . . . . . . . 0
0 . . . . . . 0 1 . . . . . . . . .

śn
j“1 βj

˛

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‚

,

so by looking at the upper- and lower-triangular submatrices of Sylvf,g which have
ones on the diagonal, we obtain that

Resf,g “ anm ¨ bmn

m
ź

i“1

αn
i ` ¨ ¨ ¨ ` anm ¨ bmn

n
ź

j“1

βm
j .

Hence we obtain part (d).

(e) Write fpXq “
śm

i“1pX ´ αiq. From Exercise sheet 10, question 5 recall the definition
of the discriminant of f :

∆pfq “
ź

1ďiăjďn

pαi ´ αjq
2.

Taking the derivative of f , we get

f 1
pXq “

m
ÿ

k“1

ź

i‰k

pX ´ αiq,

which implies

f 1
pαjq “

m
ÿ

k“1

ź

i‰k

pαj ´ αiq “
ź

i‰j

pαj ´ αiq.

If we write f 1pXq “ b ¨
śm´1

j“1 pX ´ βjq then by part (d),

Resf,f 1 “

m
ź

i“1

b ¨

m´1
ź

j“1

pαi ´ βjq “

m
ź

i“1

f 1
pαiq,
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and hence

p´1q
mpm´1q

2 ¨ Resf,f 1 “ p´1q
mpm´1q

2 ¨

m
ź

i“1

f 1
pαiq

“ p´1q
mpm´1q

2 ¨

m
ź

i“1

ź

i‰j

pαj ´ αiq

“
ź

iăj

pαi ´ αjq
2.

(f) Consider fpXq :“ X2 ` bX ` c. Then

Sylvf,f 1 “

¨

˝

1 b c
2 b 0
0 2 b

˛

‚,

so that detpSylvf,f 1q “ b2 ` 4c ´ 2b2 “ 4c ´ b2, and thus ∆pfq “ b2 ´ 4c.
Similarly for a polynomial of degree 3 and 4, say fpXq :“ X3 ` bX2 ` cX ` d and
gpXq :“ X4 ` bX3 ` cX2 `dX ` e, one can compute the determinant of the Sylvester
matrix to get

∆pfq “ b2c2 ´ 4c3 ´ 4b3d ´ 27d2 ` 18bcd,

and

∆pgq “256e3 ´ 192bde2 ´ 128c2e2 ` 144cd2e ´ 27d4 ` 144b2ce2 ´ 6b2d2e ´ 80bc2de

` 18bcd3 ` 16c4e ´ 4c3d2 ´ 27b4e2 ` 18b3cde ´ 4b3d3 ´ 4b2c3e ` b2c2d2 .

2. Let n be a positive integer, and P P ZrXs a monic irreducible factor of Xn ´ 1 P QrXs.
Suppose that ζ is a root of P .

(a) Show that for each k P Zě0 there exists a unique polynomial Rk P ZrXs such that
degpRkq ă degpP q and P pζkq “ Rkpζq. Prove that tRk|k P Zě0u is a finite set. We
define

a :“ supt|u| : u is a coefficient of some Rku

(b) Show that for k “ p a prime, p divides all coefficients of Rp, and that when p ą a one
has Rp “ 0 (Hint: P pζpq “ P pζpq ´ P pζqp).

(c) Deduce that if all primes dividing some positive integer m are strictly greater then a,
then P pζmq “ 0.

(d) Prove that if r and n are coprime, then P pζrq “ 0 (Hint: Consider the quantity m “

r ` n
ś

pďa,p∤r p).

(e) Recall the definition of n-th cyclotomic polynomial Φn for n P Zą0: we take Wn Ď C

to be the set of primitive n-th roots of unity, and define

ΦnpXq :“
ź

xPWn

pX ´ xq.
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Prove the following equality for n P Zą0:
ź

0ăd|n

ΦdpXq “ Xn
´ 1,

and deduce that Φn P ZrXs for every n.

(f) Prove that the n-th cyclotomic polynomial is irreducible. (Hint: Take ζ :“ expp2πi{nq

and P its minimal polynomial overQ. Check that P satisfies the required hypothesis to
deduce that ΦnpXq|P (using parts (a)-(d)). Then irreducibility of P together with part
(e) allow you to conclude.)

Solution: Recall that for a monic polynomial f P ZrXs we know that f is irreducible in
ZrXs if and only if it is irreducible in QrXs.

(a) Since P is monic and irreducible in ZrXs, it is also irreducible in QrXs, so that
Qpζq – QrXs{pP pXqq is an algebraic extension of Q of degree degpP q, and the ele-
ments 1, ζ, . . . , ζdegpP q are linearly independent. Then P pζkq P Qpζq cannot be expres-
sed in more then one way as P pζkq “ Rkpζq with Rk P ZrXs of degree ă degpP q,
and we only have to check existence. This is a special case of proving that for each
f P ZrXs we have fpζq “ b0 `b1ζ `¨ ¨ ¨`bdegpP q´1ζ

degpP q´1 for some bi P Z, which is
easily proven by induction on degpfq: the statement is trivial for all degpfq ă degpP q;
for bigger degree, we see that the degree of f can be lowered (up to equivalence modulo
P ) by substituting the maximal power XdegpP q`a of X in f with XapXdegpP q ´P pXqq,
which has degree strictly smaller then degpP q ` a as P is monic, so that the inductive
hypothesis can be applied.
(More simply, one can notice that ZrXs is a unique factorization domain, and that
Euclidean division of f by P can be performed (as in QrXs), so that RkpXq is nothing
but the residue of the division of RpXkq by P pXq.)
Since ζk “ ζh for n|k ´ h, the set tζk : k P Zě0u is finite, and so is the set of the Rk’s.

(b) Notice that for f P ZrXs one has that fpXpq´fpXqp is divisible by p. Indeed, we write
f “

řs
j“0 λjX

j and consider the multinomial coefficient for a partition into positive
integers t “

ř

i ti:

p˚q

ˆ

t

t1, . . . , ts

˙

“
t!

t1! ¨ ¨ ¨ ts!
“

ˆ

t

t1

˙ˆ

t ´ t1
t2

˙ˆ

t ´ t1 ´ t2
t3

˙

¨ ¨ ¨

ˆ

ts´1 ` ts
ts´1

˙

P Z,

which counts the number of partitions of a set of t elements into subsets of t1, t2, . . . , ts
elements, and we have

fpXp
q ´ fpXq

p
“

s
ÿ

j“0

λjX
jp

´
ÿ

e0`¨¨¨`ej“p
0ďejďp

ˆ

p

e0, . . . , es

˙ s
ź

j

pλjq
ejXjej

“

s
ÿ

j“0

pλj ´ λp
jqXjp

´
ÿ

e0`¨¨¨`ej“p
0ďejăp

ˆ

p

e0, . . . , es

˙ s
ź

j“0

pλjq
ejXjej .

By Fermat’s little theorem we have p|λj ´ λp
j for each j. Moreover, each multinomial

coefficient appearing in the second sum is divisible by p, because the definition in terms
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of factorials in p˚q makes it clear that none of the ej has p as a factor, so that p does not
cancel out while simplifying the fraction, which belongs toZ. Hence p|fpXpq´fpXqp.
We can then write P pζpq “ P pζpq ´ P pζqp “ pQpζq for some QpXq P ZrXs, and by
what we proved in the previous point we can write Qpζq “ RQpζq for some polynomial
RQ P ZrXs of degree strictly smaller than degpP q. This gives Rppζq “ P pζpq “

pRQpζq, and by uniqueness of Rp we can conclude that Rp “ pRQ P pZrXs.
If p ą a, then the absolute values of the coefficients of Rp are non-negative multiples
of p, and by definition of a they need to be zero, so that Rp “ 0 in this case.

(c) This is an easy induction on the number s of primes (counted with multiplicity) dividing
m. One can indeed write m “

śs
i“1 pi for some primes pi ą a. For s “ 1 this is just

the previous point, because Rp1 “ 0 means P pζp1q “ 0. More in general, by inductive
hypothesis we can assume that P pζp1¨¨¨ps´1q “ 0, and apply the previous point with
ζp1¨¨¨ps´1 (which is a root of P ) instead of ζ to get P ppζp1¨¨¨ps´1qpsq “ 0.

(d) Let m “ r ` n
ś

pďa,p∤r p. For q ď a a prime, we see that q either divides r or
n

ś

pďa,p∤r p, so that q does not divide m and by previous point we get P pζmq “ 0.
But ζn “ 1 by hypothesis (because P |Xn ´ 1), so that ζm “ ζr and we get P pζrq “ 0.

(e) Let γn “
ś

0ăd|n Φd. Since a complex number belongs to Wk if and only if it has
multiplicative order k, all the Wk’s are disjoint. Then γn has distinct roots, and its set
of roots is

Ť

0ăd|n Wd. On the other hand, the roots of Xn ´ 1 are also all distinct: they
are indeed the n distinct complex numbers expp2πik{nq for a “ 0, . . . , n´1. It is then
easy to see that the two polynomials have indeed the same roots, since a n-th root of
unity has order d dividing n, and primitive d-th roots of unity are n-th roots of unity
for d|n. As both γn and Φn are monic, unique factorization in QrXs gives γn “ Φn as
desired.
We then prove that the coefficients of the Φn are integer by induction on n. For n “ 1
we have Φn “ X ´ 1 P ZrXs. For n ą 1, suppose that Φk P ZrXs for all k ă n. Then

Φn “
Xn ´ 1

ź

0ăd|n
d“n

ΦdpXq
,

and since the denominator lies in ZrXs by inductive hypothesis, we can conclude that
Φn P ZrXs. Indeed, Φn needs necessarily to lie in QrXs (else, for l the minimal degree
of a coefficient of Φn not lying inQ and m the minimal degree of a non-zero coefficients
of the denominator, one would get that the coefficient of degree l`m in Xn ´ 1 would
not lie in Q, contradiction). We can then write the monic polynomial Φn as 1

µ
Θn for

some primitive polynomial Θn P ZrXs, but then Gauss’s lemma tells us that Xn ´ 1
equals 1

d
times a primitive polynomial, and the only possibility is d “ ˘1, which

implies that Φn P ZrXs.

(f) ζ “ expp2πi{nq satisfies both its minimal polynomial P and Xn ´1, so that P |Xn ´1.
Being Xn ´ 1 and P monic we necessarily have P P ZrXs by Gauss’s lemma. Then
Wn “ tζr : 0 ă r ă n, pr, nq “ 1u, so that by part (d) we get P pxq “ 0 for each
x P Wn and by definition of Φn we obtain Φn|P . This is a divisibility relation between
two polynomials in QrXs, hence an equality as P is irreducible in QrXs. In particular,
the cyclotomic polynomial Φn is itself irreducible.
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3. Let L be a splitting field of the polynomial X6 ´ 5 over Q. Determine all intermediate fields
of L : Q together with their inclusions.

Solution: Since C is algebraically closed, we can assume L to be embedded in C. Let a be
the positive real sixth root of 5. Let ζ be a primitive third root of unity in C. For 1 ď i ď 6 let
ai :“ a¨p´ζqi´1. Then a6i ´5 “ a6 ¨p´ζq6i´6´5 “ 0, so a1, . . . , a6 are the six different zeros
of X6 ´ 5. Thus L “ Qpa1, . . . , a6q Ă Qpa, ζq, and because a1 “ a and ´a2

a1
“ ´

a¨p´ζq

a
“ ζ ,

even L “ Qpa, ζq.

For 1 ď i ď 6 we have rQpaiq : Qs “ 6, since X6 ´ 5 is irreducible according to the
Eisenstein criterion. Because ζ R Qpaq Ă R is also rL : Qpaqs “ 2, and thus rL : Qs “ rL :
Qpaqs ¨ rQpaq : Qs “ 12. In particular, GalpL : Qq also has order 12.

In the following, we consider GalpL : Qq as a subgroup of S6 given by the embedding
induced by ai ÞÑ i.

Since L : Q is normal, the restriction σ of the complex conjugation to L is an element of
GalpL : Qq. Specifically, σ corresponds to the permutation p2 6qp3 5q.

Since X6 ´ 5 is irreducible, GalpL : Qq operates transitively on its zeros; hence there exists
ρ P GalpL : Qq with ρpa1q “ a2. Because σpa1q “ a1, we have pρσqpa1q “ a2. Since σ
swaps the two zeros ζ and ζ2 of the irreducible polynomial X2 ` X ` 1 and ρ swaps or fixes
them as Q-homomorphisms, we can therefore assume (by replacing ρ by ρσ if necessary)
without loss of generality, that ρpζq “ ζ . Then ρpaiq “ ρ

`

a ¨ p´ζqi´1
˘

“ a ¨ p´ζqi, so ρ has
the representation p1 2 3 4 5 6q.

The calculation σρσ´1 “ p2 6qp3 5qp1 2 3 4 5 6qp2 6qp3 5q “ p6 5 4 3 2 1q “ ρ´1 now shows
that

xρ, σy “ xρ, σ | σ2
“ ρ6 “ 1, σρσ´1

“ ρ´1
y – D6,

so the subgroup generated by ρ and σ has at least order 12, and since |GalpL : Qq| “ 12, we
obtain GalpL : Qq “ xρ, σy – D6.

We now make a list of all subgroups of GalpL : Qq – D6 (we leave the detailed verification
to the reader); normal subgroups are underlined:
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t1u

xσy xσρ2y xσρ4y xρ3y xσρ3y xσρ5y xσρy

xρ2y

xσ, ρ3y xσρ2, ρ3y xσρ4, ρ3y

xρy xσ, ρ2y xσρ, ρ2y

GalpL : Qq

From this we now deduce the set-up of the intermediate fields; the Galois correspondence
assigns to a subgroup H ă GalpL : Qq the fixed field LH with the extension degree rLH :

Qs “
|GalpL:Qq|

|H|
“ 12

|H|
:

• Lt1u “ L.

• LGalpL:Qq “ Q.

• It is σpaq “ a, thus Qpaq Ă Lxσy. In addition, rQpaq : Qs “ 6 “ 12
|xσy|

, i.e. Lxσy “ Qpaq.

• Analogously, pσρ2qpaζ2q “ aζ2, i.e. Qpaζ2q Ă Lxσρ2y. In addition, rQpaζ2q : Qs “

6 “ 12
|xσρ2y|

, i.e. Lxσρ2y “ Qpaζ2q.

• Analogously, pσρ4qpaζq “ aζ , i.e. Qpaζq Ă Lxσρ4y. Furthermore, rQpaζq : Qs “ 6 “
12

|xσρ4y|
, i.e. Lxσρ4y “ Qpaζq.

• It is σpa2q “ ρ3pa2q “ a2, so Qpa2q Ă Lxσ,ρ3y. In addition, a2 is a zero of the poly-
nomial X3 ´ 5 which is irreducible over Q, so rQpa2q : Qs “ 3 “ 12

|xσ,ρ3y|
and thus

Lxσ,ρ3y “ Qpa2q.

• Analogously, pσρ2qpa2ζq “ ρ3pa2ζq “ a2ζ , thus Qpa2ζq Ă Lxσρ2,ρ3y. Moreover, a2ζ is
a zero of the polynomial X3 ´ 5 irreducible over Q, so rQpa2ζq : Qs “ 3 “ 12

|xσρ2,ρ3y|

and thus Lxσρ2,ρ3y “ Qpa2ζq.

• Analogously, pσρ4qpa2ζ2q “ ρ3pa2ζ2q “ a2ζ2, i.e. Qpa2ζ2q Ă Lxσρ4,ρ3y. Furthermore,
a2ζ2 is a zero of the polynomial X3 ´ 5 irreducible over Q, thus rQpa2ζ2q : Qs “ 3 “

12
|xσρ4,ρ3y|

and thus Lxσρ4,ρ3y “ Qpa2ζ2q.

• It is ρpζq “ ζ , thus Qpζq Ă Lxρy. Furthermore, rQpζq : Qs “ 2 “ 12
|xρy|

, thus Qpζq “

Lxρy.

• It is σpa3q “ ρ2pa3q “ a3, so Qpa3q Ă Lxσ,ρ2y. Moreover, a3 is a zero of the irreducible
polynomial X2 ´ 5 over Q, so rQpa3q : Qs “ 2 “ 12

|xσ,ρ2y|
and thus Qpa3q “ Lxσ,ρ2y.
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• It is ρ2pa3q “ a3 and ρ2pζq “ ζ , thus Qpa3, ζq Ă Lxρ2y. Because ζ R Qpa3q Ă R is
rQpa3, ζq : Qs “ rQpa3, ζq : Qpa3qsrQpa3q : Qs “ 4, thus rQpa3, ζq : Qs “ 12

|xρ2y|
and

therefore Lxρ2y “ Qpa3, ζq.

• Analogously, ρ3pa2q “ a2 and ρ3pζq “ ζ , thus Qpa2, ζq Ă Lxρ3y. Because ζ R Qpa2q Ă

R is rQpa2, ζq : Qs “ rQpa2, ζq : Qpa2qsrQpa2q : Qs “ 6, thus rQpa2, ζq : Qs “ 12
|xρ3y|

and therefore Lxρ3y “ Qpa2, ζq.

• pσρ3qpaζq “ ´aζ2 and therefore pσρ3qpapζ´ζ2qq “ apζ´ζ2q because pσρ3q2 “ 1L; so
Qpapζ´ζ2qqis Ă Lxσρ3y. In addition, apζ´ζ2q is a zero of the polynomial X6`135, and
this is irreducible over Q according to the Eisenstein criterion with respect to the prime
number 5. Therefore, rQpapζ ´ζ2qq : Qs “ 6 “ 12

|xσρ3y|
and thus Lxσρ3y “ Qpapζ ´ζ2qq.

• Analogously, pσρ5qpaq “ ´aζ and thus pσρ5qpap1 ´ ζqq “ ap1 ´ ζq because pσρ5q2 “

1L; therefore Qpap1 ´ ζqq Ă Lxσρ5y. In addition, ap1 ´ ζq is a zero of the polynomial
X6 ` 135. Therefore, rQpap1 ´ ζqq : Qs “ 6 “ 12

|xσρ5y|
and thus Lxσρ5y “ Qpap1 ´ ζqq.

• Analogously, pσρqpaq “ ´aζ2 and therefore pσρqpap1 ´ ζ2qq “ ap1 ´ ζ2q because
pσρq2 “ 1L; thus Qpap1 ´ ζ2qqis Ă Lxσρy. In addition, ap1 ´ ζ2q is a zero of the
polynomial X6 ` 135. Therefore, rQpap1 ´ ζ2qq : Qs “ 6 “ 12

|xσρy|
and thus Lxσρy “

Qpap1 ´ ζ2qq.

• It is Lxσρ,ρ2y “ Lxσρy XLxρ2y “ Qpa3, ζq XQpap1´ ζ2qq Q pap1´ ζ2qq3 “ 3a3pζ ´ ζ2q.
Because rLxσρ,ρ2y : Qs “ 12

|xσρ,ρ2y|
“ 2 and a3pζ ´ ζ2q R Q Ă R therefore Lxσρ,ρ2y “

Qpa3pζ ´ ζ2qq.

In total, we obtain the following towers of fields:

L

Qpaq Qpaζ2q Qpaζq Qpa2, ζq Qpapζ ´ ζ2qq Qpap1 ´ ζqq Qpap1 ´ ζ2qq

Qpa3, ζq

Qpa2q Qpa2ζq Qpa2ζ2q

Qpζq Qpa3q Qpa3pζ ´ ζ2qq

Q

Remark. An intermediate field above is underlined if the corresponding subgroup of GalpL :
Qq is normal.
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