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Exercise 7.1 Construct probability measures P and Q such that Q loc≈ P with Q ̸≈ P
and even lim

T →∞
ZQ;P

T = 0 P-a.s.

Solution 7.1
Let Ω = {0, 1}N, Yk(ω) = ωk, Fk = σ(Y1, . . . , Yk) and F = F∞ = σ(Y1, Y2, . . . ).

Let P and Q be measures with P [Yk = 1] = p ∈ (0, 1), Q[Yk = 1] = q ∈ (0, 1), p ̸= q
and such that Yk, k ∈ N, are independent under both measures. Then

P [Y1 = y1, ..., YT = yT ] = p
∑T

i=1 yi(1 − p)T −
∑T

i=1 yi

and
Q[Y1 = y1, ..., YT = yT ] = q

∑T

i=1 yi(1 − q)T −
∑T

i=1 yi .

Define ST := ∑T
j=1 Yj. Then for T ≥ 1

ZQ;P
T = dQ

dP

∣∣∣∣∣
FT

=
(

q

p

)ST
(

1 − q

1 − p

)T −ST

.

Hence for every k ∈ N0, P |Fk
≈ Q|Fk

, and P |F0 = Q|F0 because F0 = {∅, Ω}.
However, by the law of large numbers, the set

A =
{

ω : lim
N→∞

1
N

N∑
k=1

ωk = p

}

has P [A] = 1, but Q[A] = 0. Hence, P ̸≈ Q.
Suppose that p > 1/2 and q = 1 − p. Then from the computations above we have

ZQ;P
T =

(
q
p

)2ST −T
−→ 0 as T → ∞ P -a.s. by the law of large numbers.
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Exercise 7.2

(a) Let U be a standard normal random variable U ∼ N (0, 1). Consider a market
with T = 1, X0 = 1 and X1 = eσU+µ for some constants µ, σ ∈ R, σ ̸= 0.
Construct an EMM for X.

(b) Consider a market with X0 = 1 and Xk :=
k∏

j=1
eRj , k = 1, . . . , T , where

R1, ..., RT are i.i.d. with R1 ∼ N (µ, σ2) for some constants µ, σ ∈ R, σ ̸= 0.
Let F = (Ft)T

t=1 be the natural filtration of X. Show that the market is
arbitrage-free.

Solution 7.2

(a) It is enough to construct a positive random variable D with E[D] = 1 and
E[X1D] = 1, because then we can define the EMM by dQ

dP
:= D. Consider

D of the form D = exp(αU + β) with some constants α, β ∈ R. Then we
have E[D] = exp(β + α2/2); so E[D] = 1 if and only if β = −α2/2. From
E[X1D] = exp(µ + β + (σ + α)2/2), we conclude that E[X1D] = 1 if and only
if µ + β + (σ + α)2/2 = 0. Thus we have both E[D] = 1 and E[X1D] = 1 if
and only if β = −α2

2
µ + β + (σ + α)2/2 = 0

,

which gives us, after substituting the first equation into the second, thatβ = −α2

2
α = −µ+σ2/2

σ

, (1)

and dQ
dP

:= D with these parameters defines the EMM for X.

(b) For k = 1, . . . , T, we have Xk =
k∏

j=1
eRj =

k∏
j=1

eσUj+µ, where Uj := (Rj − µ)/σ

are i.i.d. with U1 ∼ N (0, 1). Set Dk := exp(αUk + β), where α, β are defined in
(a) by (1). Then with the same arguments as in (1) we have that E[Dk|Fk−1] = 1
and E[Dk

Xk

Xk−1
|Fk−1] = E[DkeRk |Fk−1] = 1. Hence

dQ

dP
:=

T∏
k=1

Dk

yields an EMM for X, and so the market is arbitrage-free.
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Exercise 7.3
Consider a market (1, X) with X0 = 1 and Xk =

k∏
j=1

Rj for k = 1, ..., T , where
R1, ..., RT are i.i.d. under P and > 0. The filtration F is generated by X. Suppose
that we have an EMM Q for X of the form

dQ
dP

=
T∏

k=1
g1(Rk)

for a measurable function g1 : (0, ∞) 7→ (0, ∞). Show that R1, ..., RT are also i.i.d.
under Q.

Solution 7.3 Random variables Z1, ..., ZN are independent under P if and only if
for any measurable and bounded functions f1, ..., fN , we have

EP
[ N∏

j=1
fj(Zj)

]
=

N∏
j=1

EP
[
fj(Zj)

]
.

Consider any measurable and bounded functions f1, ..., fT . Then

EQ

 T∏
j=1

fj(Rj)
 = EP

 T∏
j=1

fj(Rj)
T∏

j=1
g1(Rj)

 = EP

 T∏
j=1

fj(Rj)g1(Rj)
 .

Since R1, ..., RT are independent under P , then for any measurable functions z1, ..., zT

such that EP [zj(Rj)] < ∞ for j = 1, ..., T , we have

EP

 T∏
j=1

zj(Rj)
 =

T∏
j=1

EP [zj(Rj)] .

Hence, by taking zj := fj · g1, we derive that

EP

 T∏
j=1

fj(Rj)g1(Rj)
 =

T∏
j=1

EP [fj(Rj)g1(Rj)] ,

and so

EQ

 T∏
j=1

fj(Rj)
 =

T∏
j=1

EP [fj(Rj)g1(Rj)] .

On the other hand , since R1, ..., RT are i.i.d. under P , we have

1 = EP

[
dQ

dP

]
= EP

 T∏
j=1

g1(Rj)
 =

T∏
j=1

EP [g1(Rj)] =
(
EP [g1(R1)]

)T
,

hence EP [g1(Rj)] = EP [g1(R1)] = 1. Finally,

T∏
j=1

EQ [fj(Rj)] =
T∏

j=1
EP

fj(Rj)
T∏

j=1
g1(Rj)

 =
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=
T∏

j=1
EP [fj(Rj)g1(Rj)]

∏
i ̸=j

EP [g1(Ri)] =
T∏

j=1
EP [fj(Rj)g1(Rj)] .

Thus we proved that

EQ

 T∏
j=1

fj(Rj)
 =

T∏
j=1

EP [fj(Rj)g1(Rj)] =
T∏

j=1
EQ [fj(Rj)] ,

hence R1, ..., RT are independent under Q.
Since R1, ..., RT are i.i.d. under P, then for j = 1, ..., T and any measurable and

bounded function f , we have

EQ[f(Rj)] = EP [f(Rj)g1(Rj)]
∏
i ̸=j

EP [g1(Ri)] = EP [f(Rj)g1(Rj)] =

= EP [f(R1)g1(R1)],

hence R1, ..., RT are identically distributed under Q.
Above we used the property that random variables ξ1, ..., ξn are identically dis-

tributed under Q if and only if for any measurable and bounded function f we have
EQ[f(ξj)] = EQ[f(ξ1)] for j = 1, ..., n. To prove this property it is enough to apply
the equality EQ[f(ξj)] = EQ[f(ξ1)] to the functions f(x) = fy(x) := Ix≤y.
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