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Exercise 2.1 (Stone-Weierstrass theorem [I])

(a) Construct a sequence of polynomials converges pointwisely but not uniformly on [0, 1].

(b) Construct a sequence of polynomials converges uniformly to = ~— |z| on [—1,1]. (Hint:
Corollary 2.3. in [I])

(c) Prove that ReLU can be approximated uniformly by polynomials on [—1,1].

(d) Use the universal approximation theory of shallow neural networks on [0,1] to prove the
Stone-Weierstrass theorem.

Exercise 2.2 (Networks on discrete path spaces)
(a) Describe the space of paths w: {1,...,T} — R as R4T.

(b) Describe a shallow neural network, which depends on value at time ¢ and on path information
up to time ¢. Formulate a universal approximation theorem in this setting.

Exercise 2.3 (Backpropogation of neural network) Let § = (w,b,a) € R3 and let o be the
activation function. We consider the shallow neural network fy: R — R s.t.

fo(x) = ac(wzx + b). (1)

Then we solve the regression problem with 3 data point (x;,y;) € R?, i = 1,2,3 by minimizing the

L? loss )
L= > (folw) — )" (2)

i=1,2,3
(a) When solving the regression, do we compute Vg, L5 or VgL;?

(b) Compute 9, f and J,f by chain rule. Do you find any intermediate value computed twice in
both 0, f and Oy f7

(¢) Consider regression problem as a constrained optimization problem

min Z l;

i=1,2,3
L= (5 — vi)? (3)
gi :CLO'(Z,‘), i=1,2,3.

zi=wx; +b
Solve it by Lagrange multiplier and relate this with backpropagation.

(d) Generalize this idea to deep neural networks.

Exercise 2.4 (Functional analysis) Let K be a compact subset of R%.
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(a) Let p be a finite Borel measure on K. Prove that

£, = [ famtas) @
for f € C(K,R) is a bounded linear functional.
(b) Let £,C(K,R) be a positive linear functional, i.e. £(f) > 0 for f > 0. Then £ is continuous.

(c¢) Prove that

Fi={fr= Y Aif(x)| i eRneNz € Ki=12..,n} (5)
=1

is point separating and additive.
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