ETH Zirich, FS 2024
Prof. Josef Teichmann Coordinator: Tengyingzi Sophia Perrin
Mathematics for New Technologies in Finance

Exercise sheet 4

Exercise 4.1 (Ito’s formula) Let W be a Brownian motion on [0, 00) and define

QW) = (W, — W) (1)
i=1
(a) Prove that Q™(W) converges to 1 in L?
(b) Prove the following convergence in L? sense
,}gr;oiw%m W) = @ (2)
i=1

(c) Prove that if f is smooth and bounded

sy =10+ [ rovaan s [ I Q)

Exercise 4.2 (Black-Scholes model) Let o > 0, X; = X exp{ocW; — ”th .

(a) Prove that X is a solution of
dXt = O'Xtth.

(b) Let K > 0, calculate

(c) Let K > 0, calculate

Exercise 4.3 (Backpropagation) Translate a one layer neural network to a controlled ODE:
LYz WOz 4+ a® s g(WWz 4-00),
with a cadlag control u(t) = 1[1,2)(f) + 2[2,0)(t) and a time-dependent vector field
V(t,x) = 1j0,1)(t) (L(O)(x) - x) + 1[1,00) (1) (L(l)(x) — x) .
The corresponding neural network at ’time’ 3 is
x = LO(z) = og(WOHLO () + aM).
(a) What is the evolution operator J, 37

(b) Calculate the derivative of the network with respect to parameters W) and a").
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