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Exercise sheet 8

Through this exercise sheet, we let E = Rd, J an interval on R, and denote SigJ : C1
0(J,E)→

T(E) the signature map such that for all X ∈ C1
0(J,E).

Exercise 8.1 (Signatures and reservoirs computing)

(a) Let X ∈ C1
0([0, T ],Rn) satisfying the dynamic:

dXt =
m∑

k=1
Vk(Xt)dW k

t , Xt ∈ Rn,Wt ∈ Rm, V k : Rn → Rn, (1)

where (Wt)∞t=0 is a Brownian motion. Prove that

Xt =
∞∑

d=0

n∑
i1,··· ,id=1

(∫
0≤t1≤···≤td≤t

dW i1
t1
· · · dW id

td

)
V id · · ·V i1(X0) ·X0. (2)

where
V f(x) = df(x) · V (x).

(b) Rewrite (2) with signature in the form of the following:

Xt = 〈R,Sig[0,t](W )〉X0, (3)

and express the readout R with (V k)m
k=1 (notice that R depends on X0).

(c) Relate (3) with reservoirs computing.

Exercise 8.2 In Exercise 8.1, denote the dimension of state space by N and the number of
Brownian motion by d

(a) Choose a dimension N and some random matrices A1, . . . , Ad, then consider the Taylor
expansion. Look at the solution of this system and describe their relation to signature. Can
we express all signature components from this system?

(b) Choose a dimension N and some random NN vector fields of type σ(A1.+ b1), . . . , σ(Ad.+ bd).
Consider a learning task u 7→ sup(u(.)) and solve the regression problem on path space
(Lipschitz functions) by a regression.

References
[1] Ilya Chevyrev and Andrey Kormilitzin. A primer on the signature method in machine learning.

arXiv preprint arXiv:1603.03788, 2016.

[2] Terry J Lyons, Michael Caruana, and Thierry Lévy. Differential equations driven by rough paths.
Springer, 2007.

Updated: May 3, 2024 1 / 1


