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Chapter 3 : Application to random trees ETH , Spring 2024

Outline : 1) Coding Bienaymé trees
2)The cycle launa and the Vervaat transform
3) Condensation in subvitical trees

In short
,

the goal is to identify a condensation phenomenon/one bigdegree phenomenon in large subritical
Bienayna trees with heavy-tailed offspring distribution.

1)Coding Bienaymé Arres

a) Trees
21

Here we work with plane trees (sometimes called nooted ordeed trees)
, for example :1 I -

Ti = 2011, 2
,

21
, 223 d
"

Tz = 2011, 2
, 11

, 123 Th Tz

Formally , they as defined as certain sets of labels (sequences of intages

Definition Set 21 = UN" with N = El ,
2

,
..3 and N

°

= E P3.
430

A plane tree T is a finite subset of 2 (called verties) such that

(1) PET (called the root)

(2) if (V . . .
.

., UnJET, then (V.. ...,UnlET (called the parent of (v
, 1 . .., rul)

(3) 18 V= CV
. .

.

., VIEt
,
there is an integer En(T) 0 such that (v ...,

Un
,
i) et iff i < krCT)

called the number of children of v
,

or a bit abusively degree ofv
We denote by 151 the size oft cits number of verties

Informally, a plane free can be seen as a genealogical free where individuals are the verties
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Definition The lexicographical order ona is defined as follows : vi if there exsts no such that

V = M(V
, . ..,

M)
,

W = M(W
.. . ., Wn) and V

,
<N,

Definition Set T be
a free with sizem ,

with verties ordered in lexicographical order : Nou..... Sun ·
The Subasiewing path

20 (T)= (25CT) .
--

; Wn(t)) is defined by :

· WoCT) = 0

· Win (T = Zi(t) + RuiCT) - 1 for o xi < ( + 1 -1
.

auni(t)

Example
noencore ·u10 47 >

e
Pour· i

PropositionThe map Streswithaverties3-> Ju
T -> (RuilT)-1 : 0 ci < n -1)

is a bijection ,
where Sn = &(x ... yante 3-1 ,

0
, 1

,
...5 : x + +

n
= -1

,
x +... + i) -1 for exian3

This
can be readily shown by induction. The complete proof is a bit telious to write

and it is skipped here (the reader should convince him/her that this is Arme)

b) Bienaymé trees

Bienayné Arees are , roughly speaking ,
random trees which describe the genealogical free of a population

where individuals have a random number of children, independently ,
distributed according to a same

mobability distributions called the offspring distribution.
Such models were considered by Bienaymé (1845) and Galton & Watson (1875) who were interested in

estimating the probability of extinction of noble names.
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Let
M = (p(i) : iso) be a probability distribution on Et

,
called the offspring distribution.

We always assume that M(0) + (1) - 1
.

Let it be the est of all finite trees (it is countable

Theorem For a finite free TETT
,

we define-

Pp(t)= M(Ru(T)) (Y)
IfBipli) 1 then Bp is a probability measure oni

This is of course connected to the fact that a p-branching proces dies out as iff. ili a
(Bienayme 1845

,
Falton-Watson 1875

, Steffenssen 1930).

Prof Setc Bult .

We show that

Step1 : By decomposing according to the number of children of the root
,

we have :

c But=M Put) .
- Put = M(k)

&

I

Ry(t) =R

Step Set f(s)M then flo) = Mid 20
,=(1) and " on

Thus the only solution of 815) = 0 on to
, 13 is = 1.

Steep3 We check that c1 by constructing a random variable whose"low" is Pr .
To do this

,
let

(ku)
nez

be ind random vocables with low
p

.

Set

↑ =&(
,, -.,
un)e2 : n

=
k

, n
, - ui

= )
for every 1xi2u3

Cintuitively ,
Kn is the number of children of reU

, if m is in the freel
.

Observe that i is possibly
infinite. But for teTT,

we have

P(T = t)= (ku = Bult) for every net) = MIRut) = Pu(t)
Thus c= Pplt=

P(T=t) = B(YET) = )

By the first two steps we conclude that c =1.

N
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Remark When ili) 1
,
it is possible to delive a probability measure Bre on the set of all

-

plane (not receserily finite) tres such that (X) holds for finite Arees (Bp is the law of Y

in the previous proof).

In the sequal we alwaysasure that inli)

A By random Arer will be a TT-valued random variable
,
with low Pp.

To make the connection with the Lukasiewicz path,
we introduce the random walk

(Winso : Let (Xiliss be ind random variables with law BCX1= k) = M(k+ ) fork -1.

Set vo = 0 and Wn = X
,

+ ... + Xu for us
.
1.

Also set =infE1 : Wr = -23 - Nue + 03

Proposition Let ↑ be a Bp random tree
.

Then

(2(5)
, -. , Win (N)) (Wo, . .

.

, Wy)

The prof is straightforward using (a) by computing the probability that the 2 random rectors are

equal to (wo
, ..., Wal.

In the rel
,
In denotes a B random tree conditioned on having m verties (wesea

implicitely restrict to values ofn such that PCIT) = n) >0).

Corollay · 1413
· (Social

. ..., Malin)) for (Wo . .., Wn) under $10 (3 = n)

The main difficulty is that this conditioning is "non local" To make it "local" me

we ore going
to

use the so-called cycle lenna.

End of Lecture 8
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> Critical Bienaymé trees

Observe thatIX]=ZR
In particular, critical trees (for which K = 1) play a special vole : We have EIX13 = 0 188 M is

critical
.

There ison important tool which allows b "Aune" the mean :

Proposition (exponential tilting (I-

Set Em(s) = Ep(b) ach
.

Let bro be such that Elb) < 0
.

Set flk)= bulk foreen
R =0

let in be a Bp-tree conditioned on havingn vaties

Let In be a Br-tree conditioned on havingaverties
↑Then inn

Prof Let te de the set of place trees with n verties
.

For TEtn :

n- 1

Pu(t)= (Rut))= (Ru(t)) =
+ b Bu(T)

b
Sunning on TETTh we get Pin(Tul= b In)

,
sothatM ↑

E(b)
N

kRan In the
previous notation

, in has mean bib.Thus p can be exponentialy tilted to e citicle

offspring distribution ifshim1, whee R is the radius of convergence of ou can showthat

Observe that it is always possible in the following to cases :

⑳ supercitical offspring distributionsI
⑳
sebaitical offpring distribution with R = 10 (exercise

is increasing)
(

A not always possible (tabe a
subritical offspring distribution with R = 1)

⑤



2) The cycle luna and the Vervaat transform
a) Cycle lemma

We first introduce some notation.

Set Sn = &(x .
. .

., an)t5-1
,
0

,
1, ...3 +... + xn = - 13 .

Recell that Ju=S (x
, ... pu) E 5-1,

0
, 1 ..3 : < +...+

n
= -1 and K

,
+... +i) -1 for 1113

We identify 27/n2 with 50,
1-...n-13

For x
= (-- n) ER and it I/n2

,
we definex) = (i+ i+--- in) with addition considered modulon

(5)
Example x = (1

,
- 1

,
- 1

,
1

,

-

12,
-1

,
-1) , = (2

,
- 1

,
- 1

,
1

,
- 1

,

- 1
,
1

,
- 1) .

Welks with jumps given by x and s't i

M M

& ⑳- -
⑧ ⑧- :8 -

· ins256
⑳ · ⑨

I↳ j

S
get x(5

Theorem (cycle luna) For
every eSm

,
est I(x) = Sit /n : 5n 3 .

Then Cand(I(x) = 1

and the element of IC) is the first time when the walk with jumps given by a reaches its infirm

for the first time

In the
previous example [(x) = 333.

The proof is not complicated but a bit tedious to write : it is left to the reader .

We now see some probabilistic consequences

6



b) Probabilistic consequences

Definition A function F: -R is invariant under cyclic permutation if Face, Fitz/n2, F(x) =F(x

Exempless .... + xn
,
x -- .. x

,
mass(0

..
-

-, 3)

Recoll than Wn = X
,
+... + Xx is the Mandam walk with DCX1 = R) = M(k+ 11 for KX-1 and

3 = inf[k1 : Nr = - 13

D
I roposition Let F: "-R be invariant under cylic shifts with #3, 0 or F(X

..., Xa)EL?

1) ELF(X 1, . ., Xn) 1 z=n] = E[F(X 1, .

.., Xn)
wa = -1]I 2) P(3 = n) =1 P(Wn =-1)

n

3) The low of F(X
,, ..., Xn) under Pl

. 1 = n) is equal to the low of F(X
, -Xn) under Blo (W =-)

Before the proof , we give on application for Bienymé trees :

Application Assume that
p is nitical , has finite variance with aperiodic support .

Let In ben By-tree
conditioned on havingn vertic.Then I mas Rultu

Proof of the application masRu(M) + 1 is the maximal jump of 20 (Th) ,
which has the same law

as (Wr : 0 kn) under B) . (5= n)

I i under B 1 · (Nn =-1)Thus markultmarXi under Bl13 = n) * mas
MEMn 1

-
Li 11h

But XI is centered has finite variance and is aperiodic. Thus by exercise 4 :
I

mar Xi

#0 under P) . (Wn= -1) . (Formally it is with Wao but the proof is exactly1in

the same)
-

⑦



Proof of the proposition First observe that once 1) is shown :

· 2 follows by taking F = 1

I
· 3) follows by dividing the equality of 1) by the equality of 2)

For 1) we introduce the notation *
n

= (X11 . .

. Xn) .

Then E =n3= E*ntJn3
, GWn= -13 = EEntSn3

and Vien*,***. Then write

#[F(*)]= F)-in]

= F*)
=ElF(n) in] by Fabini
-

= REntSn (cyclis luna)
-

End of Lecture 9
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