Prof. Vincent Tassion HS 2024

PROBABILITY THEORY (D-MATH)
EXERCISE SHEET 5 — SOLUTION

Exercise 1. Let o, > 0 be real numbers. Let X ~ Poi(a) and Y ~ Poi(3) be
independent random variables. Show that X + Y ~ Poi(a + ).

Solution. We compute the characteristic function of a Poi(a) random variable as follows.

itk ,—a o k
Ox(t) = B(e") = Y ———

k>0

Since X and Y are independent we get

Oxry (t) = dx (D)dy (1) = el D),

which is the characteristic function of a Poi(a+ ) random variable. Since the characterstic
function of a random variable characterises its law, the result follows.



Exericse 2. |R| This exercise shows that the tail of a random variable is determined by
the behaviour of its characteristic function around zero. Let X be a real-valued random
variable and let ¢ be its characterisitic function. Show that

u

P(|X]| > 2/u) < %/ (1—o(t)) dt.
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Solution.

1 )
(Fubini for integrable functions) = - / / (1 — ™) dt dux ()
RJ—-u
eiux _ efiu:L‘
= /R2 T — dux (z)
sin ux
= /Rl Sl dux ()
(Vo sinux <uzx) > 2/ o mue dux(x)
|z|>2/u uxr
1
(Vz |sinuz| <1) > 2/ 1 — — dux(x)
|z|>2/u |U£L"
(url>2) > [ dux()
|z|>2/u
= P(|X]| > 2/u).



Exercise 3. [R] Let X be a real-valued random variable such that its characteristic
function ¢x € L'(R).
(i) Show that for all

1 A
Vo s BWX) =5 [ v [ o it
(ii) Deduce that X has a density.

Solution.

(i) Let ¢ € C°. From section 3 of chapter 5 and using that ¢y € L' in the step with
Fubini’s theorem we get:

B(U(X) = 5= [ 9(0)5x d

1 Y ixt
- /R ox(D /R Wla)e dt
(Fubini for integrable functions) = % /R P(x) /R bx(t)e™ dt
1 .
(1 1) =5 /R () /R ox (B)e ™ dt.
(ii) Setting

ﬂ@zé@@fm%

the formula we just proved shows that f(z) is the density of X. (It is also true,
moreover, that f is continuous and bounded.)



Exercise 4. Let Xy, X4,... be iid random variables with
For n > 1 define
Y, =Xo--- X,.
Let
X:O'(Xl,XQ,...) and yn:U<Yn,Yn+1,...).
The aim of this exercise is to show that

() o(X,Y,) and a<x,ﬂyn)

n>1 n>1
are not equal.

(i) Show that o(Xy) C o(X,Y,,) for each n > 1.

(ii) Show that (0),s; Yy is trivial.

(i) Show that o(X,) is independent of o(X,N,>1 Yu)- (Hint: check independence on a

suitable 7-system.)
(iv) Conclude.

Solution.

(i) This follows from the formula Xy =Y, X7 X5 -+ X,,.
(ii) Observe that (Y},),>1 is an independent sequence (actually iid) of random variables,
so the Kolomogorov implies that its tail is trivial.
(iii) Consider the following family of subsets.

S= {AmB:AeX,Be ﬂyn}.
n>1
It is easy to see that this set is a m—system (that is, it is closed under finite
intersections), and furthermore taking A or B to be €2, we see that S contains both

X and ﬂn21 V.. So
o(S) = U(X, ﬂ yn>.

n>1
We show that S is independent of o(Xj). Since (X,,),>1 is iid o(Xj) is independent
of X. We use this fact in what follows. Now, let C' € S and write C' = AN B, where
Ae X and B € (),»; Yo By (ii) we have P(B) =0 or P(B) = 1. If P(B) = 0 we
have -
0=P(SNC)=P(S)P(C).
If P(B) =1 we have
P(SNC)=P(SNA) =P(S)P(A) =P(S)P(C).

Finally, Dynkin’s lemma completes the proof.
(iv) We have shown that

o(Xo) C ﬂ o(X,Y,)
n>1
and that
o(Xp) is indendent of 0<X, ﬂ yn).
n>1

Since o(Xp) is non-trivial, the two sigma algebras cannot be equal.
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