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Exercise 3.1 (Integrability property of local martingales) Fix a finite time horizon
T > 0 and define the space H1 of martingales by

H1 :=
{
M = (Mt)06t6T : M RCLL martingale, M∗

T := sup
06t6T

|Mt| ∈ L1
}
.

Show that every (RCLL) local martingale is locally in H1. That is, for each local
martingale M , show that there is a sequence of stopping times τn ↑ T stationarily
such that M τn ∈ H1 for all n ∈ N.

Solution 3.1 LetM be a local martingale. Then there is a sequence (σn) of stopping
times with σn ↑ T stationarily and such that Mσn is a martingale for each n. For
each n, define the stopping time

ρn := inf{t > 0 : |Mt| > n} ∧ T

and set τn := σn ∧ ρn. Since of course ρn ↑ T stationarily, also τn ↑ T . It thus suffices
to show that for fixed n ∈ N, M τn ∈ H1.

We know that Mσn is a martingale, and since a stopped martingale is a martingale,
also M τn = Mσn∧ρn = (Mσn)ρn is a martingale. Moreover,

(M τn)∗T = sup
06t6τn

|Mt| = max
{

sup
06t<τn

|Mt|, |Mτn|
}
. (1)

By the construction of ρn, we have

sup
06t<τn

|Mt| = sup
06t<σn∧ρn

|Mt| 6 sup
06t<ρn

|Mt| 6 n.

Also, since M τn is a martingale, in particular M τn
T = Mτn is integrable. It follows

immediately from (1) that (M τn)∗T is integrable. This completes the proof.

Exercise 3.2 (Doob decomposition) Let (Ω,F ,F, P ) with F = (Fk)k∈N0 be a
filtered probability space in discrete time, and let X = (Xk)k∈N0 be a supermartin-
gale.
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(a) Prove that there exist a martingaleM = (Mk)k∈N0 and an increasing, integrable
and predictable process A = (Ak)k∈N0 such that

X = X0 +M − A.

(b) Prove that if we further impose that M and A are both null at zero, then they
are unique up to P -a.s. equality.

Solution 3.2 To simplify notation, we omit (as always) “P -a.s” from all equalities
below.

(a) For each k ∈ N0, take

Mk =
k∑
j=1

(Xj − E[Xj | Fj−1]).

It is immediate that M is adapted and integrable. For each k ∈ N, we have

E[Mk −Mk−1 | Fk−1] = E
[
Xk − E[Xk | Fk−1]

∣∣∣ Fk−1
]

= E[Xk | Fk−1]− E[Xk | Fk−1]
= 0,

and thus M is a martingale. Next, for each k ∈ N0, we set

−Ak = Xk −X0 −Mk = Xk −X0 −
k∑
j=1

(Xj − E[Xj | Fj−1])

=
k∑
j=1

(E[Xj | Fj−1]−Xj−1).

Then A is predictable, and of course X = X0 +M −A, as required. Moreover,
A is integrable like X, and A is increasing because

Ak − Ak−1 = Xk−1 − E[Xk | Fk−1] > 0,

by the supermartingale property of X.

(b) Notice that the processes M and A we defined in part (a) are both null at
zero, and thus we have existence. To prove uniqueness, suppose the processes
M (1), A(1) andM (2), A(2) both satisfy the conditions of the problem. Subtracting
the equalities

X −X0 = M (1) − A(1),

X −X0 = M (2) − A(2)

gives
M (1) −M (2) = A(1) − A(2) =: Y.
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Then Y is predictable like A(1) and A(2), and hence for all k ∈ N,

Yk = E[Yk | Fk−1].

But also Y is a martingale like M (1) and M (2), and hence we get

Yk = Yk−1, ∀k ∈ N.

Since Y0 = 0, this implies that Yk = 0 for all k ∈ N0, and hence

M (1) = M (2) and A(1) = A(2).

This completes the proof.

Exercise 3.3 (Conditional expectation of increments) Let X = (Xt)t>0 be an
adapted bounded RCLL process. Prove that for each fixed t > 0,

lim
u↓t

E[Xu −Xt | Ft] = 0.

Can we relax boundedness to a weaker condition?

What can we say for lims↑tE[Xt −Xs | Fs], where again t > 0 is fixed?

Solution 3.3 By right-continuity of X, we have limu↓t(Xu − Xt) = 0 P -a.s. By
boundedness of X, we can find some M ∈ N such that |Xu| 6 M for all u. So by
the dominated convergence theorem,

lim
u↓t

E[Xu −Xt | Ft] = E
[
lim
u↓t

Xu −Xt

∣∣∣∣Ft] = 0, P -a.s.

We can replace the boundedness condition (which is really a “uniform” boundedness
condition over all ω ∈ Ω and t > 0) with the integrability condition

E

[
sup
t>0
|Xt|

]
<∞.

In this case, we can write |Xu −Xt| 6 2 supt>0 |Xt| ∈ L1 and apply the dominated
convergence theorem to get the same result. A bit more generally, it is enough if
sup06t6T |Xt| ∈ L1 for every T > 0. Note also that the above argument does not
need X to be adapted.

Now consider the limit lims↑tE[Xt −Xs | Fs]. For each s < t, we have

E[Xt −Xs | Fs] = E[Xt | Fs]−Xs

because X is adapted. Let Ft− := σ (⋃s<tFs) be the smallest σ-field containing
Fs for all s < t. Using the fact that by the martingale convergence theorem, for
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any integrable random variable, its conditional expectation under increasing σ-fields
converges to its conditional expectation under the limit σ-field, we see that

lim
s↑t

E[Xt | Fs] = E[Xt | Ft−].

Setting Xt− := lims↑tXs, which is an Ft−-measurable random variable, we get

lim
s↑t

E[Xt −Xs | Fs] = E[Xt −Xt− | Ft−] = E[∆Xt | Ft−].

This completes the problem.
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