Probability and Statistics (D-INFK)
Lecturer: Prof. Dr. Dylan Possamai Coordinator: Daniel Krsek

PROBABILITY AND STATISTICS

Exercise sheet 1 - Solutions

MC 1.1. Let A, B C Q. Which of the following does not hold? (Exactly one answer is correct.)

Solution: (d) doesn’t hold. Let w € B\ A = BN A°. Then we have w € A° and so w € A°U B¢. We
also have w € B and so it holds w € AU B, which gives w ¢ (AU B)°.

Graphically, we have

(AU B)°

_ _ AcuBe

A B A B

- o -

MC 1.2. Let Q := {w;,ws,ws}. Which of the following does not define a o-algebra on Q7 (Exactly one
answer is correct.)

) F1={0,Q}.
) Fo = {0, {w1}, {w2, w3}, 0}
(c) Fs = {{wi} {wa}, {ws}}.
(d) Fa={0,{wn}, {w2}, {ws}, {wr,wa}, {w1, w3}, {wa, ws}, O}

Solution: Fj3 is not a o-algebra. For instance, we have {w'} € F3, but {w; }¢ = {wa, w3} ¢ Fs.

MC 1.3. Let Q := {0,1}, and F = 2. Which of the following define a probability measure on Q? (The
number of correct answers is between 0 and 4.)

(a) P[0] =P[{0}] = P[{1}] =P[{0,1}] = 7.
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(b) P[0] = P[{0}] = B[{1}] = 0 and P[{0,1}] = L.
(c) P[0] = 0,P[{0}] = P[{1}] = 4, and P[{0,1}] = 1.
(d) B[0] = 0, B[{0}] = L, P[{1}] = 4, and P[{0,1}] = 2.

Solution:

(a) is not a probability measure. For instance, every probability measure must satisfy P[})] = 0.
(b) is not a probability measure. For instance, every probability measure must satisfy P[{0,1}]
P{0} U {1}] = P[{0}] + P[{1}].

(¢) is a probability measure.

(d) is not a probability measure. For example, every probability measure must satisfy P[]
P[{0,1}] = 1.

Exercise 1.4. [Settlers of Catan] We are playing the board game Settlers of Catan. The game board
consists of landscapes that are labeled with integers between 2 and 6 or between 8 and 12. In each round,
two dice are rolled and those landscapes whose number matches the sum of the dice rolls yield resources.

(a) Define the sample space Q = {(wy,ws) | w1, ws € {1,2,3,4,5,6}}. Identify the event {the landscapes
with number 9 yield resources} as a subset of .

(b) Which landscapes (i.e., which numbers) are expected to yield resources most frequently and least
frequently? Why?

(¢) A player has a choice: Either they receive future resources from a landscape with number 8 or from
both landscapes with number 4 and 12. What should they choose and why? (We assume that the type
of resource does not influence the decision.)

Solution:

(a) The desired subset is
Q9 = {(3,6),(4,5),(5,4),(6,3)}.

(b) We proceed as follows: The probability space consists of 36 elements. These can be grouped by
the sum of the dice rolls into 11 sets (Qs, Q3, ..., Q12), where the indices correspond to the sum
of the dice. By counting the elements in each ;, we find

Qo] = 1,]Q3] = 2,..., Q] = 6,|Qs] =5,..., Q| = 1.

The more elements a set has, the more frequently the corresponding number will appear as a
sum of dice rolls. Using the Laplace model, we can explicitly compute the probabilities:

P[] = 1/36,P[Q3] = 2/36,...,P[Q] = 6/36,P[Qg] = 5/36, ..., P[Q5] = 1/36.

The answer is thus: The most productive landscapes are the ones with number 6 and 8, while
the least productive ones are the ones with number 2 and 12. Note that there are no landscapes
with number 7.




Probability and Statistics (D-INFK)
Lecturer: Prof. Dr. Dylan Possamai Coordinator: Daniel Krsek

(c) Using part (b), we know that |Qg] = 5, |Q4] = 3, and |[212] = 1. This allows us to compute the
following probabilities: P[Qg] = 5/36, and since Q4 and Q2 are disjoint, we obtain P[Q,UQ5] =
P[Q4] 4+ P[Q12] = 4/36. Since the probability of obtaining resources is higher in the first option,
the player should choose this option.

Exercise 1.5. [Biased coins] We assume that we have two biased coins, gold and silver, in an urn. The
probability that the gold coin lands on heads is py € (0, 1), and for silver, it is ps € (0,1). In each trial, a
coin is drawn from the urn, tossed, and then returned to the urn. We conduct the random experiment twice.

(a) Specify an appropriate probability space (2, F,P). (We assume that the gold and silver coin are each
drawn with probability 1/2.)

(b) Which element of F corresponds to the event A = {The first coin drawn is silver}.
(¢) Which element of F corresponds to the event B = {Heads is obtained twice}.
(d) Compute P[A], P[B], and P[AN B].

Solution:

(a) First, we define a sample space that includes all possible outcomes. Each time the experiment
is conducted, the drawn coin can be gold (g) or silver (s), and the toss can result in heads
(H) or tails (T). Thus, the outcome of a single trial can be represented as an element of
{(9,H),(g9,T),(s,H),(s,T)}. Since the experiment is conducted twice, the sample space is:

= {(g7H)7 (gaT), (S’H)v (saT)}z'

The elements of 2 take the form w = ((my, 1), (M2, z2)), where my,ma € {g, s} and x1, 22 €
{H,T}. For instance, ((g,H), (s, H)) € § represents the outcome where the first coin is gold
and lands on heads, and the second coin is silver and lands on heads.

We choose the power set of Q as the og-algebra, so F = 2. In particular, for all w € Q, the
event {w occurs} is in F, meaning {w} € F.

Next, we define an appropriate probability measure P in two steps. First, for each outcome
w= ((ml,xl), (mg,xg)) € Q, we define:

ipmlpmz if xl = z/'11‘2 = H7

La—pnp ifxy =T,z =H,
P[{((m1,$1)7(m27x2))}] _ 411( m1) mo . 1 2
mel(lfpmg) ifwy=H, oo ="1T,
11 =pmy ) (L —pmy)  ifag =20 =T.
For example, the event {The first coin is gold and lands on heads, and the second coin is silver
and lands on heads} has probability i X pg X ps. The factor % = % X % arises because the first
coin is gold with probability % and the second coin is silver with probability % In the second
step, for any event A € F, we define:

P[A] = ) Pl{w}].

wEA
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Since Q is finite, it is easy to verify that the mapping P : F — [0,1] is indeed a probability
measure on (2, F), particularly satisfying:

PO = 3 Pl{w}] = 1.

weN

(b) The event {The first drawn coin is silver} corresponds to:

A= {((m1,21), (m2,32)) € Q:my = s}
= {((s. H),(9. H)), (s, H), (9,T)). (s, H), (s, H)), (5, H), (5,T)),

((s.7), (9, 7)), ((5,T),(9,T)), ((s,T), (s, H)), ((5,T), (5, T)) } € F.

(¢) The event {Heads is obtained twice} corresponds to:

B = {((ml,xl),(mg,xg)) EN:x =29 = H}
={((9:H), (9, H)), (g, H), (5, H)), ((s, H), (9, H)), (s, H), (5, H)) } € F.

(d) We compute:
PlA] = > P{{w}] =

weA

_ Z ]P’[{((s,zl),(g,M))}] +

Z P[{((s,21), (m2,z2))}]

mao€{g,s};z1,22€{H,T}
Z P[{((Saxl)a(saIQ))}}

x1,22€{H,T}

z1,22€{H,T}

1
(ps X g+ (1 = ps) X pg +ps x (1 —pg) + (1

4
=1

—ps) X (1= py))

4+ = (ps X ps + (1 = ps) X ps +ps x (1= ps) + (1 = ps) x (1= py))

=1

|

| =

and
PB] =Y Pwl = > P[{((m,H),(mo, H))}]
wEB my,ma€{g,s} :%Xpml X Prmg

2
X ((pg)* + 2 ps x Py + (ps)°) = w.

| =

Furthermore, since AN B = {((s,H), (g9, H)), ((s,H),(s,H))} € F, we get:

PANBl= Y Plw}] =P[{((s,H), (9. H)}] + B[{((s,H), (s, H))}]

weEANB
1 1 Ps X (pg +ps)
:prsng+ZXstps:%~
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Exercise 1.6. [Properties of a o-algebra)]
(a) [De Morgan’s Law] Let (A;);>1 be a sequence of arbitrary sets. Show that the following holds:
( U Ai) = [ (4"
i=1 i=1
Let F be a o-algebra on (2.
(b) Show that 0 € F.

(c¢) Let (A;)i>1 be a sequence of events, i.e., A; € F for all i > 1. Show that
ﬂ&eﬁ
i=1

(d) Let A, B € F. Show that AUB € F.
(e) Let A,B € F. Show that AN B € F.

Solution:

(a) We prove De Morgan’s law by showing both inclusions.
C: Let w € (U2, A;)°. For all j € N, we clearly have A; C |J;2, A;, which implies that for all
JeN,
w € (Aj)c.
This implies that w € (72, (4;)°. Thus, (U;Z; 4:)° € ;2 (4)°.
D: Let w € ;2 (A4;)¢. This means that for all 1 < j < oo,
w € (Aj)c,
or equivalently, w ¢ A;. This implies w ¢ J;Z, A; and thus w € (72, 4;)°. In other words,
N2 (Ai)° € (U2 4)°
(b) Since Q2 € F, it follows that
0)=Q°eF.
(c) Let Ay, Ay,... € F. Then, Af, A5,... € F. Thus, it follows that |J;-,(4;)¢ € F. By De

Morgan’s law, we obtain:
ﬂm:(UM#)eﬁ
i=1 i=1

(d) Let A, B € F. We define Ay := A, Ay := B, and for all i > 3, A; .= () € F. Then, we obtain:
oo
AUB = U A; € F.
i=1
(e) Let A, B € F, so that A, B¢ € F. From (d), we now obtain A°U B¢ € F. It follows that:
ANB=(A°UB°)° e F,

where we have applied De Morgan’s law for two sets.




Probability and Statistics (D-INFK)
Lecturer: Prof. Dr. Dylan Possamai Coordinator: Daniel Krsek

Exercise 1.7. [Properties of a probability measure] Let (2, F,P) be a probability space.
(a) Show that P[] = 0.
(b) Let k > 1, and let Ay,..., Ay be k pairwise disjoint events. Show that
PlA; U---UAg] =P[A1] + - - + P[Ag].
(c) Let A be an event. Show that P[A°] =1 — P[A].
(d) Let A and B be two arbitrary events (not necessarily disjoint). Show that the addition rule
P[AU B] = P[A] + P[B] — P[AN B]
holds.

Solution:

(a) Define = P[(}]. We already know that = € [0,1], since z is the probability of an event. Now,
we define A; = Ay = --- = () and thus obtain

Since the events A; are disjoint, countable additivity implies that
> PIA;] =P[0].
i=1

Since P[A;] = z for every ¢ and P[()] < 1, we obtain

o0
Zx <1,
i=1

and therefore z = 0.

(b) Define Ag+1 = Ao =--- = 0. In this way, we have
o0
AlU'-'UAk:AlU--'UAkU@U@U“': UAi'
i=1
Since the events A; are pairwise disjoint, we apply countable additivity as follows:

IP[A1U~-~UA;€]:IP’[DAZ}

i=1
= [A1}+---+]P’[Ak]+;1}l[:%_il.
T
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(¢) By the definition of the complement, we have Q = AU A€, and thus
1 =P[Q] =P[AU A°].
Since the two events A, A€ are disjoint, part (b) implies that
1 =P[A] + P[A°].
(d) AU B is the disjoint union of A and B\ A. Using part (b), we get
P[AU B] = P[A] + P[B\ A]. (1)
Since B = (BNA)U(BNA®) = (BNA)U(B\A), where BN A and B\ A are disjoint, we obtain
P[B] =P[BN A]+P[B\ 4],

which implies that P[B\ A] = P[B] — P[A N B]. Substituting this into equation (T)), we obtain
the result.




